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Abstract. This study conducts sentiment analysis on user reviews of the M-Paspor application, an Indonesian mobile application for passport services, available on the Google Play Store in 2023. By leveraging the Multinomial Naive Bayes algorithm, a machine learning technique suitable for text classification tasks, the research aims to evaluate the sentiment polarity (positive, negative, or neutral) of user reviews. The analysis is based on a dataset of 6,443 reviews scraped from the Google Play Store, spanning the period from January 1, 2023, to October 18, 2023. The study employs a comprehensive methodology, including data preprocessing techniques such as case folding, tokenization, and normalization, as well as feature extraction using TF-IDF (Term Frequency-Inverse Document Frequency). The performance of the Multinomial Naive Bayes model is rigorously evaluated using various metrics, including accuracy, F1-score, precision, and recall, calculated through a confusion matrix. The impact of different train-test data split ratios (60:40, 70:30, and 80:20) on model performance is also investigated. The results indicate that the 80:20 data split yields the highest performance, with an accuracy of 66.45%, an F1-score of 64.79%, a precision of 72.24%, and a recall of 64.12%. This study contributes to the understanding of user sentiments and experiences with the M-Paspor application, providing valuable insights for enhancing user satisfaction and improving the quality of digital government services.
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1. Introduction

A passport is an ID card or original identity card that is used when traveling overseas for the purpose of doing business, studying science, or simply visiting the target country (King et al., 2023). According to the Immigration.go.id website, the Directorate-General of Immigration successfully issued as many as 1,595,096 passport books in the first quarter of 2023, with an average of 13,292 successful passports issued every day. When compared to the average passport issuance prior to the epidemic in 2019, the figure has risen to 38%. With such a significant increase now, the Immigration Directorate-General is working to improve the passport-making process. The Immigration Directorate-General's activities include the improvement of the M-paspor application (Imigrasi, 2023; Indra, 2022; Zaenuddin, 2023).

Sentiment analysis is a technique that is carried out automatically to comprehend, extract, or process text data in order to detect information about sentiments included in a sentence (Basarslan & Kayaalp, 2020). In general, sentiment analysis is used to examine product reviews, social media posts, and app reviews. Understanding the sentiment included in a user's review allows application developers to respond to such reviews and improve the product's quality (Kabir et al., 2021; OSMANOĞLU et al., 2020). Based on the text or sentence, sentimental analysis is split into three categories: positive, negative, and neutral (Elbagir & Yang, 2018; Singh et al., 2017). The Multinomial Naive Bayes algorithm is one method used in sentiment analysis.

Similar research was carried out by Nur Lickha Lavenia and Reisa Permatasari in Twitter sentiment analysis about depressive disorders using the Naive Bayes calcifier algorithm. From the results of this research it was found that the Multinomial Naive Bayes algorithm got an accuracy of 90.13%, the Bernoulli Naive Bayes algorithm got an accuracy of 90.13%. 85.36%, the Gaussian Naive Bayes algorithm gets an accuracy of 88.37% (Lavenia & Permatasari, 2023). Research using the multinomial naive Bayes method was carried out by Sartika Mandasari and his friends to carry out sentiment analysis on grab services. From the results of that research, the Multinomial Naive Bayes method produced an accuracy of 86.57% and in that research it was stated that the multinomial naive Bayes method had several advantages. among other things, it is simple, fast and has good accuracy in processing data in text form (Mandasari et al., 2022). After reviewing multiple studies, it can be inferred that the multinomial naive Bayes method is more effective in handling textual data. Therefore, this research has selected the Multinomial Naive Bayes method for processing text data in order to conduct a review of the Google Play Store, beside that Multinomial Naive Bayes method was chosen in this research because Multinomial Naive Bayes is a frequency-based machine learning model in text analysis represented by a series of words in data or document (Hamzah, 2021; Resti et al., 2022). The naive bayes approach has various advantages, including being simple to apply on both continuous and discrete data, being able to handle big data sets, being able to classify or group data with multiple labels (Permana & Putra, 2023), and being best suited for training natural language processing models (Damanik & Setyo, 2021; Pham et al., 2020). In this research, a sentiment analysis program was created to understand customer feelings towards products or services, improve customer service, design effective marketing strategies, and make data-based business decisions. This allows companies to monitor reputation, respond quickly to complaints, customize services, and identify market trends and predictions. In addition, sentiment analysis helps in product innovation, risk management and early crisis detection, so that companies can act preventatively and make more appropriate investment decisions (Wankhade et al., 2022).

Based on the study problems, the multinomial naive bayes method was used to analyze the sentiment of M-PASPOR app reviews on the Google Play store in 2023. This meant that the multinomial naive bayes method was used to measure the sentiment of M-PASPOR app reviews on the Google Play store. A method called sentiment analysis is used to automatically understand, extract, or process text data in order to find out about the feelings that are expressed in a sentence. (Pratmanto et al., 2020; Santoso et al., 2024). Language mining includes sentiment analysis study, which is computer research based on sentiments, emotions, opinions, reviews, comments, and any expressions communicated.
through language (Putri et al., 2020), Multinomial Naive Bayes algorithm is used to analysing the M-PASPOR app review sentiment on the Google Play store using the confusion matrix and the data used is a review throughout the year 2023. As for the related research on the Analysis of User Satisfaction of the M-Passport Application Service Using the Technology Acceptance Model (TAM) at TPI Class II Singkawang Immigration Office by Pardi, the study was more focused on evaluating user satisfaction with regard to the immigration service (Pardi, 2024), compared to the previous research in this study focused to analyze the sentiment towards user experience in using M-Paspor application and data used throughout the year 2023. The objective of this study is to apply the Multinomial Naive Bayes algorithm for sentiment analysis of reviews for the M-Passport application on the Google Play Store. Additionally, it aims to evaluate the algorithm's performance by using a confusion matrix to analyse the sentiment of reviews for the M-Passport application in 2023 on the Google Play Store.

2. Literature Study

2.1. Sentiment Analysis

Sentiment analysis is a technique that is performed mechanically to comprehend, extract, or process text data to determine information about sentiments included in a sentence (AlBadani et al., 2022; Singh et al., 2017). Language mining includes sentiment analysis study, which is computer research based on sentiments, emotions, opinions, reviews, comments, and any expressions communicated through language, sentiment analysis receives numerically shaped data in which the sentence data must be weighted by extracting data with Term Frequency - Inverse Document Frequency (TF-IDF) (Mehta & Pandya, 2020; Zahoor et al., 2020).

2.2. Multinomial Naïve Bayes

Multinomial Naive Bayes is a variation of the Naive bayes algorithm. Multinomial naive bayes are a frequency-based text classification model represented by a set of words that appear in data or document (Olanrewaju et al., 2022). The multinomial naive bayes have some advantages, namely, they are easy to use on data that is continuous and discreet, can handle large data sets, can be used to classify or group data with multiple labels and are best used to train natural language processing models (Hossain et al., 2021; Nurhidayah, 2020). Multinomial Naïve Bayes (MNB) is a widely used algorithm in the field of machine learning, known for its effectiveness in tasks such as text categorization and natural language processing. The following are the advantages, disadvantages and limitations of MNB in comparison to other methodologies:

   a. Comparison with Logistic Regression:

   Logistic Regression is a widely used method for solving binary and multiclass classification issues. Similar to MNB, it offers probabilistic results and is reasonably simple to implement and understand. Unlike Multinomial Naive Bayes (MNB), logistic regression does not depend on the strong assumption of independence. This enables logistic regression to successfully simulate interactions between features. Logistic regression tends to be more accurate when the assumption of independence in Multinomial Naive Bayes (MNB) is not met. However, logistic regression may experience slower training times when dealing with extremely big datasets and may necessitate the use of regularization techniques to avoid overfitting, hence increasing its complexity.

   b. Comparison with Support Vector Machines (SVM):

   Support Vector Machines (SVM) provide a strong alternative, especially in situations with high-dimensional spaces and intricate relationships between features and target variables. Support Vector Machines (SVMs) employ kernel functions to effectively handle non-linear interactions, resulting in a high degree of flexibility and often superior accuracy compared to Multinomial Naive Bayes (MNB) in these scenarios. Nevertheless, Support Vector Machines
(SVMs) generally require more processing resources and are less easily interpretable compared to Multinomial Naive Bayes (MNB). The process of training a Support Vector Machine (SVM) can be considerably time-consuming, particularly when dealing with huge datasets. Additionally, the resulting models are generally perceived as opaque, offering limited understanding of the decision-making process.

c. Comparison with Decision Trees and Random Forests:

Decision Trees and Random Forests possess distinct advantages and disadvantages. Decision trees are easily understood and offer explicit decision rules, making them highly interpretable. They have the ability to capture complex linkages and interactions between features without presuming that they are independent of each other. Nevertheless, they have a tendency to overfit, particularly when dealing with tiny datasets. Random forests address this problem by taking the average of numerous decision trees, which improves the reliability and ability to apply the model to new data. Although these methods offer flexibility and effectiveness, they can become computationally demanding and sacrifice interpretability as the ensemble's complexity grows.

d. Comparison with Neural Networks:

Neural networks, particularly deep learning models, provide the highest level of flexibility compared to the other methods outlined. Their multi-layered structure allows them to accurately represent intricate and non-linear relationships. These characteristics render them well-suited for applications such as picture and speech recognition, in which alternative approaches may encounter difficulties. Nevertheless, neural networks necessitate substantial quantities of data and computer resources for training, and their opaque nature renders them less interpretable compared to MNB. Moreover, they frequently require meticulous adjustment of multiple hyperparameters, a task that can be both time-consuming and technically demanding.

To summarize, Multinomial Naïve Bayes performs exceptionally well in text classification problems, especially when the condition of independence is reasonably satisfied. It stands out for its simplicity, speed, and overall performance. Logistic regression provides a balanced approach by making fewer assumptions and allowing for clear interpretation. However, it may become more complex when dealing with regularization. Support Vector Machines (SVMs) offer robust non-linear modeling capabilities, however this comes at the cost of computational efficiency and interpretability. Decision trees and random forests provide versatility and resilience, but they can be susceptible to overfitting and heightened intricacy. Neural networks excel at processing intricate data kinds and interactions, but their management necessitates substantial resources and skill. The selection of these methods ultimately relies on the unique criteria of the problem, such as the characteristics of the data, the significance of interpretability, and the computational resources that are accessible.

2.3. Confusion Matrix

The confusion matrix is a performance measurement tool for classifying machine learning models, which allows classifications to be multiple classes. In a confusion matrix, there are four combinations of actual or actual values and predictive values that are the result of classification using algorithms in machine learning (Chicco et al., 2021; Xu et al., 2020). The Confusion Matrix uses four terms used to represent the results of the classification process: true positive(tp), true negative(tn), false positive(fp) and false negative(fn) as shown as on figure 1 (Heydarian et al., 2022).
3. Methodology

The research methodology that used in this study is the Sentiment Analysis method based on Multinomial Naive Bayes Algorithm. The steps taken in this research are in six steps, namely, literature study, data scrapping, system design, algorithm implementation and development, testing, evaluation and documentation.

The study of literature is an early stage in research. This phase aims to study and understand information from the subject being studied. The information collected comes from journals, articles, writings, books and websites. Relevant theories in this study include; Sentiment Analysis, Multinomial Naive Bayes, TF-IDF, M-Paspor and Confusion Matrix.

Then in the next stage, data is collected using the data scrapping method via the google-play-scraper library. In this study, the data to be taken is a review of the M-Paspor application throughout the year 2023 starting from January 1, 2023 until when the research was carried out on October 18, 2023 and obtained as much as 6443 data review of M-Paspor application.

The next step is system design phase begins with the creation of a research stream or flowchart, perform labelling with text blob, perform text pre-processing process on the data, perform TF-IDF extraction features and perform the division of training data and test data. After that, the next step is algorithm implementation, where at this stage the multinomial naive Bayes algorithm, TF-IDF and others algorithm were applied in this research.

The next procedure is testing phase is a phase that has the function to perform tests on code that has been built to find out if there are errors and bugs of the system that was designed to be built and will also perform the performance testing of modeling that had been applied to the system. It's done to make sure that the created system can run properly. In the (Braiek & Khomh, 2020) are divided into 60:40, 70:30 and 80:20. To calculate the accuracy, precision, recall and f1-score levels of the confusion matrix by comparing classification labels prior to modeling and classifying labels after modeling. In this division, most of the data (60%, 70%, or 80%) is allocated for model training, while the rest (40%, 30%, or 20%) is used to test the performance of the trained model. This approach allows the model to learn from known data (training data) and be tested on data it has never seen before (test data), thus providing a good estimate of how the model will behave on new data. It is common practice in machine learning model evaluation to ensure that the model has a good ability to generalize patterns from the data (Xie et al., 2011).

The final step in this methodology is documentation of all processes from the beginning of the research, design, and modeling processes to the modeling of classifications. It's done gradually from introduction to conclusion and suggestion.

Data Scraping is the process of collecting and storing data from web pages automatically. In the data scrapping process, use a tool or program to retrieve information contained in the web and store it in a used format such as csv. Although scraping data has technical challenges such as rate limiting, Captcha, and bot detection, which can slow down or halt the data collection process. The data obtained
may be inconsistent or noisy, requiring significant time for cleaning and processing. The scraping process also demands ongoing maintenance and complex debugging, along with scalability and performance issues when collecting data on a large scale but data scrapping has been chosen because it can gather large volumes of data quickly and efficiently from various online sources, enabling organizations to access valuable information for analysis and decision-making. In this study the data collection was done by scraping data from the review of the M-Paspor application in the google play store using the google-play-scraper library (Amir Latif et al., 2019). Data taken throughout the year 2023 from January 1, 2023 until the time of the study on October 18, 2023 and obtained as much as 6443 data review of the M-Paspor application.

Text-preprocessing is a useful step for selecting text to be structured. Figure 2 is a text-preprocessing phase starting with Case Folding, Data Cleaning, Tokenizing, Stemming, Normalization, Stopwords and Stemming. Where at the Case folding stage, the text is changed to lowercase. Meanwhile, in the Data Cleaning stage, data is selected and cleaned from symbols, emoji, links, single characters, numbers, white space and punctuation that do not have sentiment in a text. Then in the Tokenizing stage, the sentence is splitting sentence into a list of words using the nltk library (Yao, 2019). In the normalization stage, a CSV file is created containing the wrong words in the writing along with the corrections. At the Stopwords stage, words are deleted that do not have a special meaning, for example conjunctions. At the Stemming stage, words that have affixes are changed or extracted to become the basis of the word using a sastrawi library (Rosid et al., 2020).

![Fig. 2: Text Pre-processing Flowchart](image)

After the text pre-processing is done then the data will be labelled, the data labelling is a useful stage as the giving of a sentiment classification label on the text data obtained through the data scraping process and has passed the stage of text-pre processing. In this study the labelling stage will be done automatically using the Library Textblob (Lorla dan Steven, 2020) which will be described in figure 3.
Feature Extraction TF-IDF is a phase that has the function to give weight values to the text data contained in the sentence. This weighing is done with the aim of enabling the multinomial naive bayes algorithm to understand the text input. TF-IDF was selected due to its simplicity and ease of implementation, allowing for quick analysis without the need for pre-trained models or substantial computational resources (Chen et al., 2016). TF-IDF is effective for keyword extraction and provides easily interpretable results, as the scores directly reflect the importance of words within the document. Additionally, TF-IDF scales well for large datasets and automatically reduces the influence of common words that frequently appear across many documents (Zhou, 2022). Although it does not account for word order or semantic relationships, TF-IDF remains a good baseline method and is often used as an initial step before applying more complex techniques (Kamath et al., 2018).

After the Feature Extraction is done, the next step is to divide the data using the train-test split data. At the stage, the data will be divided into two parts, namely, data train and data test. The data train is used as data to train the modeling made using the multinomial naive bayes algorithm. This, done to evaluate and know performance in modeling.

After the data has been divided into two steps, the next step is to implement the multinomial naive bayes algorithm and classify the data. Starting with the creation of a modeling of the classification of multinominal Naive Bayes then performing modeling with the data train that has been performed feature extraction and the results of the modelling that have been made using the multinomial naive bayes algorithm will be used to predict the test data as shown as figure 4.

Fig. 3: Text Blob Flowchart
The evaluation phase will measure the performance of the modeling that has been successfully made using the Multinomial Naive Bayes algorithm. In this study, the evaluation is done using a confusion matrix with three labels comparisons consisting of positive, negative and neutral labels.

4. Result and Discussion

Figure 5 shows the implementation of data scrapping, the data collected in the research was done automatically using the data scraping method. In the process of scrapping data application M-Paspor on google play store using a tool such as library google-play-scraper and pandas library (Stepanek, 2020), NumPy (Harris et al., 2020) to store data in the form of csv and found 6,443 review data.

Fig. 5: Scrapping Data Result

After successfully carrying out the text-preprocessing step, the next step is to automatically label the text data using the textblob library. However, before the labeling process, the data will be translated from Indonesian to English because the textblob library is a library that contains an English data dictionary. To translate the data, the deep translator library will be used (MIT, 2020).

After the language translation is carried out, the next step is to calculate the polarity using the textblob library. The initial step starts from importing the textblob library then calculating the polarity of the text data which has been translated from Indonesian to English. If the result of polarity > 0 is
positive, polarity < 0 is negative and score = 0 is neutral. Table 1 shows examples of results from polarity calculations using textblobs and labeling them positive, negative or neutral.

Table 1: Example of textblob labeling results

<table>
<thead>
<tr>
<th>Text</th>
<th>TextEng</th>
<th>Polarity</th>
<th>Label</th>
</tr>
</thead>
<tbody>
<tr>
<td>Email valid terus</td>
<td>Email continues to be valid</td>
<td>0.000000</td>
<td>Neutral</td>
</tr>
<tr>
<td>Ribet</td>
<td>Complicated</td>
<td>-0.500000</td>
<td>Negative</td>
</tr>
<tr>
<td>Bad apps</td>
<td>Bad apps</td>
<td>-0.700000</td>
<td>Negative</td>
</tr>
</tbody>
</table>

Figure 6 is a pie chart diagram of the total result of labelling using textblob. It can be seen on the image of 6392 data of 39.50% or 2525 data with negative labels, 28.32% or 1810 data with positive labels and 32.18% or 2057 data with neutral labels.

Figure 6: Text Blob Pie Chart Diagram

Once the data label is generated, the visible word cloud is a visualization of the origin of the word from the classification text. Larger font sizes for words with high frequency appearances in text and smaller fonts for word with small frequencies in text. Figure 7 is the world cloud of every word in the text that is in the positive class group. See the occurrence of words that have the highest frequency or occurrence on positive labels such as “bayar”, “mudah” and “tolong”.

Figure 7: Positive Word Cloud

Figure 8 is the world cloud of every word in the text that is in the negative class group. On the picture of the title, see the occurrence of words that have the highest frequency or occurrence on negative labels such as error, “susah”, and “gagal”.

Figure 8: Negative Word Cloud
Figure 9 is the world cloud of every word in the text that exists within the neutral class group. On the picture of the title, see the occurrence of words that have the highest frequency or occurrence on neutral labels such as “daftar”, “pakai”, “email” and “masuk”.

The use of wordcloud in this step is used for initial exploration and understanding of text data, assists in pre-processing by identifying and cleaning stop words and irrelevant features, and supports the extraction of important features. Additionally, wordcloud is used to assist in the evaluation and interpretation of models by visualizing significant words in predictions, as well as identifying potential biases. This tool is also used to show non-technical analysis results that are useful in various stages of text-based model development.

After the word cloud is proceed next results is text pre-processing include case folding, data cleaning, tokenizing, normalization, stop words and stemming. Table 2 is an example of the result of data that has been performed a series of text pre-processing.

<table>
<thead>
<tr>
<th>Text</th>
<th>Text Pre-processing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sebenarnya aplikasi ini fungsinya buat apa? Udah daftar foto dokumen segala macem, pas jadwalnya ke imigrasi masih diminta foto copy dokumen dan antri lagi buat daftar lagi di imigrasi.</td>
<td>aplikasi fungsi daftar foto dokumen macem pas jadwal imigrasi foto copy dokumen antre daftar imigrasi.</td>
</tr>
</tbody>
</table>

After the text pre-processing stages is proceed then, the feature extraction TF-IDF phase aims to convert text data into numerical so that it can be applied to the Multinomial Naive Bayes classification method. At the Feature Extraction phase, the TF-IDF will be performed automatically using the TfidfVectorizer function found in the sklearn.feature_extraction.text library. and subsequently perform the classification of the data using the multinomial naive bayes method.

And the last step of this research is testing, the test phase is performed with a test scenario and each scenario will be evaluated so that it can be seen which of them can deliver better performance. In this study, the test scenarios will be performed by comparing train and test data of 60:40, 70:30 and 80:20.
This is done to measure the performance behavior of multinomial naive bayes modeling and how much the comparison of train data and test is influenced in the performance of the modeling.

In this test, 6398 data will be divided into 60% training data and 40% test data, 70% training data 30% test data and 80% training data 20% test data. Figure 10a is a confusion matrix from testing results using a comparison of 60% training data and 40% test data. It can be seen in Figure 10b that the results of the modeling performance of the confusion matrix are; Accuracy 64.29%, F1-Score 62.11%, Precision 72.12% and Recall 61.43%.

![Figure 10. Confusion Matrix 60:40 and Classification Report 60:40](image)

Figure 11a is a confusion matrix from test results using a comparison of 70% training data and 30% test data. Figure 11b shows the modeling performance results of the confusion matrix, namely; Accuracy 64.70%, F1-Score 62.84%, Precision 71.77% and Recall 62.23%.

![Figure 11. Confusion Matrix 70:30 and Classification Report 70:30](image)

Figure 12a is a confusion matrix from test results using a comparison of 70% training data and 30% test data. Figure 12b shows the modeling performance results of the confusion matrix, namely; Accuracy 66.45%, F1-Score 64.79%, Precision 72.24% and Recall 64.12%.

![Figure 12. Confusion Matrix 70:30 and Classification Report 70:30](image)
As shown as on Table 2 is 60:40, 70:30 and 80:20 data set, the performance of the modeling performance of confusion matrices namely; accuracy, F1-Score, precision and recall.

<table>
<thead>
<tr>
<th>Matrix %</th>
<th>Dataset 60 : 40</th>
<th>Dataset 70 : 30</th>
<th>Dataset 80 : 20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>64.29%</td>
<td>64.70%</td>
<td>66.45%</td>
</tr>
<tr>
<td>F1 – Score</td>
<td>62.11%</td>
<td>62.84%</td>
<td>64.79%</td>
</tr>
<tr>
<td>Precision</td>
<td>72.12%</td>
<td>71.77%</td>
<td>72.24%</td>
</tr>
<tr>
<td>Recall</td>
<td>61.43%</td>
<td>62.23%</td>
<td>64.12%</td>
</tr>
</tbody>
</table>

After testing with dataset comparisons as shown in Table 3, the results showed that the 80:20 dataset division had better performance than the other comparisons with results of Accuracy 66.45%, F1-Score 64.79%, Precision 72.24% and Recall 64.12%. Comparison of the 80:20 dataset gets better results than 70:30 and 60:40, this is because more training data is studied by modeling than the others, resulting in better performance.

5. Conclusion

This study successfully implemented sentiment analysis on user reviews of the M-Paspor application, an Indonesian mobile application for passport services, using the Multinomial Naive Bayes algorithm. By analyzing a dataset of 6,443 reviews scraped from the Google Play Store in 2023, the research evaluated the sentiment polarity (positive, negative, or neutral) expressed by users towards the application.

The study followed a rigorous methodology, including data scraping, text preprocessing steps (case folding, tokenization, normalization), feature extraction using TF-IDF, and the implementation of the Multinomial Naive Bayes algorithm. The performance of the sentiment analysis model was assessed through various metrics, such as accuracy, F1-score, precision, and recall, calculated using a confusion matrix.

The findings revealed that the 80:20 data split ratio, allocating 80% of the data for training and 20% for testing, yielded the highest performance among the evaluated scenarios. Specifically, this configuration achieved an accuracy of 66.45%, an F1-score of 64.79%, a precision of 72.24%, and a recall of 64.12%.

From the results of this sentiment analysis research, it is hoped that it will be useful for M-paspor application developers so that it can become input in developing or improving the application to make it better in the future based on the sentiment classification of reviews from users. And from this research
it is hoped that the performance of the Multinomial Naive Bayes method in sentiment analysis will also be known so that this sentiment analysis research is expected to be a reference for researchers who want to develop related topics. While the study provides valuable insights into user sentiments towards the M-Paspor application, several limitations should be acknowledged. First, the analysis focused solely on reviews from the Google Play Store, potentially excluding user feedback from other platforms or channels. Additionally, the study did not explore the potential impact of demographic factors, such as age, gender, or location, on user sentiments. Future research could address these limitations by incorporating data from multiple sources and investigating the influence of user characteristics on sentiment patterns.

After conducting the automatic labeling process using the textblob library in the research, it was observed that there were still instances where the sentiment of the data did not align with what was expected. Therefore, it is advisable to explore alternative automated labeling methods such as lexicon-based VADER or SentiwordID, as well as manual labeling, in order to potentially achieve more accurate results. Furthermore, as sentiment analysis techniques continue to evolve, future studies could explore the integration of more advanced algorithms, such as deep learning models or ensemble methods, to potentially enhance the accuracy and robustness of the sentiment analysis process. Additionally, incorporating qualitative analysis or user interviews could provide deeper insights into the reasons behind positive or negative sentiments, complementing the quantitative findings.

Acknowledgment

Thank you to the Universitas Multimedia Nusantara, Indonesia which has become a place for researchers to develop this journal research. Hopefully, this research can make a major contribution to the advancement of technology in Indonesia

References


apaspor-untuk-mengajukanpermohonan-%0Apaspor-online
