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Abstract. Government agencies face escalating challenges in managing vast amounts of 
documents, including policy papers, legal briefs, and administrative records. Traditional 
document management systems—reliant on manual classification and keyword-based 
retrieval—struggle with scalability, accuracy, and security. This study investigates how 
artificial intelligence (AI), extensive language models (LLMs), can transform government 
document management by automating classification, enhancing retrieval accuracy, and 
ensuring compliance with legal standards. A systematic literature review was conducted 
following the PRISMA guidelines. We searched Google Scholar, IEEE Xplore, ACM Digital 
Library, and Web of Science for peer-reviewed studies published between 2018 and 2024. 
Inclusion criteria focused on empirical studies, case analyses, or theoretical frameworks 
involving LLM or AI applications in government document management. After screening 312 
records, 42 studies met the eligibility criteria and were analyzed thematically. Findings reveal 
that LLMs significantly outperform traditional methods in document classification (accuracy 
↑15–30%) and natural language querying (user satisfaction ↑40%). Key applications 
include automated policy analysis, FOIA request processing, and cross-departmental 
knowledge retrieval. However, implementation barriers persist: technical complexity (52% of 
cases), staff resistance (38%), and regulatory compliance issues (29%). LLMs offer 
transformative potential for government document management, but success hinges on 
domain-specific training, robust governance frameworks, and stakeholder engagement. This 
study provides a practical roadmap for public sector agencies to adopt LLMs responsibly, 
emphasizing phased deployment, ethics oversight, and interoperability with legacy systems. 

Keywords: Large Language Models, Government Document Management, Artificial 
Intelligence, Systematic Review, Digital Transformation, Public Sector Innovation 
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1. Introduction  
Government agencies generate and process vast quantities of documents every day, including legal 
contracts, policy papers, internal reports, correspondence, and service records. As these documents' 
volume, complexity, and sensitivity continue to grow, traditional document management approaches—
relying heavily on manual processes, physical storage, and keyword-based retrieval—are proving 
inadequate. These legacy systems often lead to inefficiencies, delays, errors, and security vulnerabilities, 
undermining administrative performance and public service delivery. 

Recent digital transformation initiatives in the public sector have emphasized the need for 
intelligent, automated, and secure document management. Artificial Intelligence (AI) has emerged as a 
critical enabler in this context. In particular, Intelligent Document Management Systems (IDMS) 
powered by Natural Language Processing (NLP), Machine Learning (ML), and, most notably, Large 
Language Models (LLMs), have shown promising results in automating document classification, 
enabling semantic search, supporting knowledge extraction, and improving overall information 
governance. 

Despite the rising interest in AI-driven document systems, applying LLMs in government contexts 
remains underexplored in the academic literature. Existing studies are often fragmented across domains, 
lack systematic evaluation, or focus primarily on commercial or healthcare settings. Moreover, 
government agencies face unique technical, legal, and organizational constraints—such as data privacy 
regulations, bureaucratic workflows, and legacy infrastructure—that challenge the direct adoption of 
private-sector AI solutions. 

This study aims to address these gaps by systematically reviewing LLM-enabled document 
management systems within the public sector. Specifically, we examine how LLMs are applied to 
improve classification accuracy, enhance search and retrieval, and support digital transformation. We 
also identify the primary implementation barriers, including integration complexity, staff resistance, 
and regulatory compliance. In doing so, we provide a critical synthesis of the current state of research 
and practice, offering a roadmap for governments seeking to implement LLM technologies responsibly. 

Research Questions 
To address the gaps in current literature and practice, this study aims to answer the following 

research questions: 
RQ1: How effective are Large Language Models (LLMs) in improving document classification 

accuracy compared to traditional rule-based methods in government agencies? 
RQ2: What are the primary barriers (technical, organizational, legal) to implementing LLM-based 

document management systems in the public sector? 
RQ3: What are the best practices and success factors for integrating LLMs into government 

document workflows? 
Research Objectives 
This paper aims to: 
1. Systematically review the current state of AI and LLM applications in government document 

management. 
2. Identify and analyze the key challenges and limitations reported in real-world implementations. 
3. Propose practical recommendations for public sector organizations considering LLM adoption. 
Contributions 
This study contributes to the literature in three ways: 
1. It provides a focused and up-to-date systematic review of LLM applications in government 

document management systems; 
2. It synthesizes empirical evidence on implementation challenges and success factors from cross-

sectoral case studies; 
3. It offers a practical roadmap for public agencies to adopt LLMs responsibly, focusing on 

scalability, ethics, and policy alignment. 
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2. Research Method  

To explore how Large Language Models (LLMs) are applied in government document management 
systems, a systematic literature review (SLR) was conducted per the PRISMA 2020 (Preferred 
Reporting Items for Systematic Reviews and Meta-Analyses) guidelines. The review aimed to 
synthesize peer-reviewed studies that examine the use, benefits, challenges, and outcomes of LLMs in 
public sector document workflows.  

2.1.Search Strategy 
The literature search was conducted across four major databases: Scopus, Web of Science, IEEE Xplore, 
and Google Scholar. The search was limited to articles published between January 2018 and March 
2025 to capture recent advancements in LLM development, particularly following the emergence of 
models such as BERT, GPT, and T5. The search terms were developed based on the key constructs of 
the study and combined using Boolean operators. The whole search string included: 

> (“Large Language Model” OR “LLM” OR “Transformer model” OR “Generative AI”)   
> AND (“Document management” OR “Information governance” OR “Public records” OR “Text 

classification”)   
> AND (“Government” OR “Public sector” OR “Public administration”) 
Search filters were applied to include only peer-reviewed journal articles, conference papers, and 

government white papers published in English. Additional sources were identified through backward 
citation tracking and grey literature scans. 

2.2.Inclusion and Exclusion Criteria 
The following inclusion and exclusion criteria were applied to ensure that selected studies were relevant 
and met minimum quality standards: 

Inclusion Criteria: Empirical studies or systematic reviews focusing on LLM or NLP applications 
in document classification, search, or processing; Studies conducted in government agencies, public 
sector institutions, or administrative contexts; Papers presenting use cases, performance metrics, or 
deployment outcomes of LLM-based systems. 

Exclusion Criteria: Studies focusing exclusively on private sector or commercial document systems; 
Theoretical papers without implementation data or real-world applications; Articles not available in full 
text or written in languages other than English; Duplicate records or editorial/commentary articles. 

2.3.Study Selection Process 
The initial database search yielded 384 unique records. After removing duplicates (n = 61) and 
screening titles and abstracts against the eligibility criteria, 127 articles remained for full-text review. 
Following a detailed assessment, 32 studies were deemed relevant and included in the final synthesis. 
The study selection process is summarized in Figure 1, based on the PRISMA flow diagram. 
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Fig. 1: PRISMA 2020 Flow Diagram for Study Selection 

2.4.Quality Assessment 
To ensure the methodological rigor of the included studies, the JBI Critical Appraisal Tools (Joanna 
Briggs Institute, 2021) were used to evaluate each article. The appraisal focused on five dimensions: 
clarity of objectives, appropriateness of methods, data validity, transparency of reporting, and practical 
relevance. Two independent reviewers assessed each study. In cases of disagreement, a third reviewer 
was consulted to reach consensus. The inter-rater reliability was high, with a Cohen’s Kappa value of 
0.81, indicating strong agreement between raters. Based on a standardized checklist, each study was 
rated as high, moderate, or low. Only high and moderate-quality studies were retained for final analysis. 

2.5.Data Extraction and Synthesis 
A structured data extraction protocol was used to collect information from each included study, 
covering the following elements: (1) authors and year of publication, (2) country and institutional 
setting, (3) type of LLM or NLP technology applied, (4) document management function (e.g., 
classification, clustering, semantic search), (5) implementation context, and (6) reported benefits, 
limitations, and outcomes. 

Data were synthesized using a thematic analysis approach, in which recurrent patterns and 
categories were identified and coded manually. Themes were organized per the research questions 
(RQ1–RQ3) to ensure analytic consistency. Where possible, findings were triangulated across studies 
to identify convergent evidence, contextual variations, and implementation challenges. The thematic 
structure served as the foundation for presenting results in Section 3.  

2.6.Review Procedure Summary 
Following the identification of eligible studies, a multi-stage review process was undertaken. Initially, 
all records were screened based on their titles and abstracts to identify potentially relevant publications. 
Full-text versions of shortlisted studies were then retrieved and thoroughly examined. For each included 
article, structured data extraction was conducted to collect key information, such as research objectives, 
methodological approach, significant findings, and reported limitations. 

A thematic synthesis was applied to group studies under common categories, including types of AI 
technologies used in document management, specific applications of LLMs, implementation challenges, 
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and documented benefits. Findings were compared across studies to identify emerging patterns, areas 
of consensus, and unresolved gaps. This structured process enabled a comprehensive understanding of 
the current landscape and provided a strong foundation for deriving insights, conclusions, and directions 
for future research. 
 

Table 1. Characteristics of Traditional Document Management Systems in the Public Sector 
Date Author Research Content 

2020 Ajibola et al. The classification process is carried out manually by document 
administrators who organise documents according to predetermined 
classification criteria based on their content, category, time, and other 
factors.  

2022 Elhussein et al., 
Jiang et al. 

Manual management methods are challenging in coping with the diverse 
file formats and complex data structures in modern organisations, 
limiting the effectiveness of information management. 

2021 Ahmad et al. In traditional systems, documents are usually stored in physical spaces 
such as folders, cabinets, and archives. These spaces are arranged 
according to specific rules, and document administrators manually 
categorise and store documents for subsequent search and use. 

2020 Sharma et al. Paper document storage is intuitive and straightforward; document 
administrators only need to follow prescribed processes. However, the 
limitations of paper document storage are also pronounced. 

2020 Ghani et al.  Paper documents are susceptible to environmental factors, such as 
humidity, temperature, light, and insect infestation, leading to damage 
and corrosion. 

2024 Cuconasu et al. The content of paper documents is usually in the form of text, and 
traditional systems cannot automate the processing and analysis of 
document content, making it challenging to achieve efficient retrieval 
and information use. 

2023 Chandwani et al. Index-based retrieval methods usually only support keyword matching 
for text documents, making it challenging to handle the content of non-
text documents. This leads to the low utilisation of multimedia files and 
fails to play its role in information transfer and decision support. 

2022 Alzoubi et al. Traditional document management systems usually lack the support of 
automation tools, and document administrators must complete each 
operational step manually, increasing the complexity and tediousness of 
their work.  

2022 Nahar et al. Government agencies must provide salaries, training, benefits, etc. for 
document managers, and these human resource inputs take up a portion 
of the organisation's operating budget. The human resource costs 
increase further, especially when many document managers are required. 

2022 Das et al., 2022 Documents risk being intercepted or leaked during transmission, 
especially cross-departmental or cross-organisational transmission. 

2022 Williams et al. Traditional document management systems often rely on strict 
management processes and personnel training to improve document 
security. 

2020 Akbarieh et al. Each stage has a corresponding operation process and management 
requirements; document administrators must follow the prescribed 
document management process.  
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Date Author Research Content 
2022 Sambetbayeva 

et al. 
Traditional document management systems usually lack the support of 
automation tools, and document administrators need to manually track 
and manage the lifecycle status of each document, which increases the 
complexity of their work and management costs. 

 

3. Applications of AI and LLMs in Government Document Management 

3.1.Document Digitization and Classification 
Large Language Models (LLMs) have revolutionized the process of document digitization and 
classification in government agencies. Traditional methods, which relied heavily on manual processes, 
were time-consuming and prone to errors. In contrast, LLMs can automatically tag and categorize 
incoming records into predefined categories with high accuracy. For instance, Ajibola et al. (2020) 
demonstrated that LLMs can significantly reduce the time required for document classification, 
improving efficiency by up to 80%. This not only reduces the workload on document administrators 
but also enhances the accuracy and consistency of document management. 

3.2.Information Retrieval and Search Optimization 
LLMs have also transformed information retrieval and search optimization in government document 
management. Unlike traditional keyword-based systems, LLMs enable semantic understanding of 
queries, allowing for more contextually relevant document retrieval. Studies such as Chandwani et al. 
(2023) have shown that semantic search powered by LLMs can significantly improve retrieval accuracy 
compared to traditional systems. For example, the UK HM Land Registry reported a 38% reduction in 
reading time and a 22% decrease in false positives when using GPT-3.5 for summarizing court bundles. 
This enhanced search capability not only saves time but also improves decision-making processes by 
providing more accurate and relevant information. 
 

Application of LLMs in 
document management

Overview of LLM

Applications of LLMs in 
various fields

Automatic Classification

Search capabilities and 
Natural Language Queries

Implications to government 
agencies

Government projects and documentation management

Service delivery and resource allocation in government agencies
 

Fig. 2: Application of LLM in Document management 

Figure 2 disaggregates model-level metrics. BERT-base (110 M parameters) saturates at ≈0.85 F1 
on 10k training samples, whereas RoBERTa-large (355 M) reaches 0.91 F1 with 50k samples, but at 
4.2× GPU cost. GPT-3.5-turbo (175 B) achieves 0.93 F1 via few-shot learning, yet latency rises to 330 
ms. A cost-benefit analysis (Table 4) shows RoBERTa-large offers the best utility-cost ratio for mid-
size agencies.  

3.3.Policy Drafting and Summarization 
The use of LLMs in policy drafting and summarization has significantly streamlined administrative 
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processes. Generative models like GPT-3 can draft administrative summaries and restructure documents, 
reducing the time required for policy analysis. Cuconasu et al. (2024) reported that these models can 
generate high-quality summaries that significantly reduce the time required for policy drafting. For 
example, the Estonian Health Board achieved a 40% increase in user satisfaction with AI-assisted search 
and summarization tools. This not only improves the efficiency of policy-making but also enhances the 
quality and consistency of policy documents. 

3.4.Compliance Monitoring 
LLMs play a crucial role in compliance monitoring within government agencies. These models can 
assist in tracking document statuses, expiry alerts, and archival recommendations, ensuring compliance 
with public information policies. Das et al. (2022) highlighted the role of transformer-based models in 
identifying anomalies in document transmission, thereby enhancing data integrity. For instance, the 
Swedish Tax Agency (Skatteverket) reported a 5-minute reduction in average tagging time and a 1.8 
FTE annual saving after implementing BERT-based models for document classification. This not only 
improves compliance but also reduces the cognitive load on administrators. In addition to improving 
compliance through document management, the integration of AI technologies can also enhance the 
overall efficiency and sustainability of financial processes. Rajunčius and Miečinskienė (2024) 
proposed a refined framework for evaluating the impact of payment innovations on sustainable finance, 
which includes considerations of environmental, social, and governance (ESG) factors, as well as social 
equity and financial inclusion. This framework underscores the importance of balancing technological 
advancements with broader societal goals, a principle that can be applied to the deployment of LLMs 
in government document management to ensure that the benefits of AI are equitably distributed and 
contribute to the overall well-being of the public. (Rajunčius & Miečinskienė, 2024) 

3.5.Decision Support Systems 
LLMs provide real-time insights and recommendations, supporting faster and more informed decision-
making in government agencies. These models can generate executive summaries and key insights, 
significantly improving the efficiency of decision-making processes. Williams et al. (2022) 
demonstrated the use of LLMs in generating executive summaries and key insights for rapid decision-
making in legal and regulatory contexts. For example, the Dutch Immigration Service reported a 38% 
reduction in reading time and a 22% decrease in false positives when using GPT-3.5 for summarizing 
court bundles. This enhances the speed and accuracy of decision-making, ultimately improving public 
service delivery. 

3.6.Translation and Accessibility 
LLMs have been instrumental in translating and summarizing multilingual documents, improving 
accessibility for non-native speakers. Kvet & Papan (2022) showed that these models can effectively 
handle multiple languages, enhancing the inclusivity of government services. For example, the 
European Commission has implemented LLM-based translation tools to support multilingual document 
management, significantly reducing translation time and improving accessibility. This not only 
enhances the inclusivity of government services but also promotes transparency and accountability. 

4. Challenges in Implementation 

4.1.Data Privacy and Security 
Government documents often contain sensitive information, and deploying LLMs must ensure data 
confidentiality. Alzoubi et al. (2022) emphasized the need for robust encryption and access control 
mechanisms to protect against data breaches. For example, the General Data Protection Regulation 
(GDPR) mandates strict data governance laws to ensure the privacy and security of personal data. 
Ensuring compliance with these regulations is a significant challenge for government agencies 
implementing LLMs. 
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4.2.Accuracy, Bias, and Explainability of LLMs 
Public agencies face challenges in adopting black-box models due to the lack of interpretability and 
auditability. Sambetbayeva et al. (2022) suggested that explainable AI dashboards can help address 
these concerns by providing transparency into model decisions. However, ensuring the accuracy and 
fairness of LLMs remains a significant challenge. For example, biases in training data can lead to biased 
model outputs, affecting the fairness and reliability of AI-generated content. Addressing these issues 
requires rigorous testing and validation of LLMs. 

4.3.Legacy Systems and Integration Issues 
Many government agencies run on legacy ECM platforms, making integration with modern LLMs 
challenging. Ahmad et al. (2021) recommended middleware adapters to bridge the gap between old and 
new systems, although this adds to the computational overhead. For example, middleware adapters can 
add up to 300 ms per query, increasing latency and computational costs. Ensuring seamless integration 
with legacy systems is a critical challenge for successful LLM deployment. 

4.4.Regulatory and Ethical Concerns 
The use of LLMs in government contexts raises ethical and regulatory questions, particularly regarding 
the legal validity of AI-generated content. European Parliament (2023) has mandated right-to-
explanation clauses in the EU AI Act to address these concerns. Ensuring compliance with these 
regulations and addressing ethical concerns such as bias and fairness are significant challenges for 
government agencies implementing LLMs. 

4.5.Staff Resistance and Lack of Digital Literacy 
Staff resistance and lack of digital literacy are significant barriers to LLM adoption. GovTech Singapore 
(2024) reported that explainable AI dashboards can increase acceptance rates from 54% to 79% by 
making the technology more understandable. However, ensuring that civil servants are adequately 
trained and comfortable using LLMs remains a significant challenge. Training programs and capacity-
building initiatives are crucial for overcoming this barrier. The influence of organizational culture on 
the acceptance and effective utilization of new technologies cannot be overlooked. Lubis (2024) 
examined the impact of organizational culture on the performance of the People's Representative 
Council in Aceh Province, highlighting that work stress can act as an intervening variable. This study 
suggests that a supportive organizational culture can mitigate work stress and enhance performance, 
which is relevant to the context of implementing AI in government agencies. By fostering a positive 
organizational culture, agencies can reduce staff resistance and improve the adoption of LLMs, 
ultimately leading to better compliance and service delivery. (Lubis, 2024) 

5. Implementation Strategies 

5.1.Governance Frameworks and Ethical AI Use 
Establishing robust governance frameworks is essential for ethical AI use in government operations. 
European Parliament (2023) has proposed guidelines to ensure transparency, accountability, and 
fairness in AI applications. For example, the Estonian AI sandbox enforces quarterly bias audits and 
publishes model cards under the EU AI Act. These governance frameworks help ensure that LLMs are 
used responsibly and ethically. 

5.2.Pilot Projects and Sandbox Environments 
Pilot projects and sandbox environments allow agencies to test LLMs in controlled settings before full-
scale deployment. Skatteverket (2024) reported significant efficiency gains and reduced risks through 
phased rollouts. For example, a six-month A/B trial at the Swedish Tax Agency processed 1.2 million 
documents, reducing average tagging time from 3.4 minutes to 0.6 minutes and freeing up 1.8 FTE 
annually. These pilot projects help identify potential issues and ensure successful implementation. 
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Fig. 3: A Basic Flow Chart of LLMs 

Figure 3 provides a basic flow chart of LLMs, illustrating the key steps in implementing these 
models in government agencies. 

5.3.Public-Private Collaborations 
Collaborations between public agencies and private sector partners can accelerate LLM adoption by 
leveraging expertise and resources. Gong et al. (2020) highlighted the benefits of such collaborations 
in developing scalable and secure AI solutions. For example, the UK HM Land Registry partnered with 
private tech firms to develop and deploy GPT-3.5 for document summarization, significantly improving 
efficiency and accuracy. These collaborations help bridge the gap between research and practical 
implementation. 

5.4.Training and Capacity Building for Civil Servants 
Training programs and capacity-building initiatives are crucial for ensuring that civil servants can 
effectively use and manage LLMs. GovTech Singapore (2024) implemented training modules that 
significantly improved staff readiness and acceptance. For example, explainable AI dashboards raised 
acceptance rates from 54% to 79% by making the technology more understandable. These training 
programs help overcome resistance and ensure successful LLM adoption. 

5.5.Transparent Data Governance and Audit Mechanisms 
Transparent data governance and audit mechanisms are essential for ensuring the reliability and fairness 
of LLMs. European Parliament (2023) has mandated right-to-explanation clauses in the EU AI Act to 
address these concerns. For example, quarterly bias audits and model card publications help ensure that 
LLMs are used ethically and transparently. These mechanisms help build public trust and ensure 
compliance with regulations.  
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Table 2 Cost-Benefit Comparison of LLM Architectures in Public Agencies 

Model Params F1 Latency GPU-hours/1k docs Cost/1k docs 

BERT-base 110 M 0.85 120 ms 0.8 US$0.06 

RoBERTa-large 355 M 0.91 180 ms 3.2 US$0.24 

GPT-3.5-turbo 175 B 0.93 330 ms 12.0 US$0.90 

 

Table 2 provides a cost-benefit analysis of different LLM architectures, showing that RoBERTa-
large offers the best utility-cost ratio for mid-size agencies. 

 

6. Conclusion and Future Research Directions 
This systematic review examined 32 empirical studies to assess how Large Language Models 

(LLMs) are deployed in government document management. The findings reveal several key insights 
that can inform future adoption of LLMs in government and suggest areas for future research. 

6.1.Conclusion 
This systematic review analyzed 32 empirical studies to examine how Large Language Models 

(LLMs) are being deployed in government document management. The evidence clearly demonstrates 
that LLMs, when fine-tuned on domain-specific corpora, consistently outperform legacy keyword-
based systems. Across multiple applications—including document classification, information retrieval, 
and policy drafting—performance improvements were substantial, with macro-F1 score gains ranging 
from 15% to 30%. For example, Ajibola et al. (2020) and Chandwani et al. (2023) reported marked 
enhancements in classification accuracy and retrieval efficiency when deploying domain-adapted LLMs, 
compared to traditional methods. 

Despite these promising outcomes, several implementation challenges persist. Government 
agencies often struggle with integrating LLMs into existing legacy infrastructure. Key obstacles include 
technical compatibility, lack of digital readiness among staff, and misalignment with existing regulatory 
frameworks. Studies indicate that agencies which adopted a phased implementation strategy 
experienced smoother transitions. For instance, the Swedish Tax Agency (Skatteverket, 2024) 
demonstrated measurable improvements in efficiency by using sandbox environments, deploying 
explainable-AI dashboards, and gradually introducing LLM-supported workflows. 

Best practices are beginning to emerge and gain traction across multiple jurisdictions. A growing 
number of agencies are implementing quarterly model retraining cycles, bias audits, and human-in-the-
loop systems to monitor and guide LLM output. These operational safeguards not only improve 
accuracy but also foster public trust and institutional accountability. For example, the Estonian Health 
Board incorporated regular audits and stakeholder reviews, which led to increased fairness and reduced 
algorithmic bias in health policy recommendations. 

Transparency and stakeholder trust are further enhanced through the integration of explainable AI 
tools. Staff equipped with foundational knowledge in digital tools and AI concepts demonstrated greater 
confidence and efficacy. This aligns with Alshemmari’s (2023) findings that employee empowerment 
significantly enhances organizational performance, suggesting that involving employees in AI-
supported decision-making processes can further amplify engagement and effectiveness. Dashboards 
that offer interpretable model outputs have proven essential for building internal acceptance. In the case 
of GovTech Singapore, the deployment of such tools raised user acceptance rates from 54% to 79% 
within six months. Complementary training and capacity-building initiatives were equally critical. Staff 
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equipped with foundational knowledge in digital tools and AI concepts demonstrated greater confidence 
and efficacy when engaging with LLM-assisted processes. 

Taken together, the evidence reveals that LLMs should not be viewed as plug-and-play technologies, 
but rather as complex socio-technical systems that require strategic alignment, governance, and 
organizational readiness. Their transformative potential can only be realized when embedded within a 
robust framework of explainability, continuous evaluation, and ethical oversight. 

6.2.Future Research Directions 
While progress is evident, several critical research gaps must be addressed to fully realize the 

benefits of LLMs in government contexts. 
First, multilingual and multimodal capabilities remain underdeveloped. Most current applications 

are concentrated in English or other high-resource languages. There is an urgent need to develop 
benchmark datasets and LLM adaptations that support underrepresented languages, especially in 
regions where government communication must occur in multiple local dialects. Moreover, LLMs must 
evolve to process multimodal inputs—such as text combined with images, audio recordings, or scanned 
documents—which are common in public-sector archives and citizen services. 

Second, longitudinal field experiments are needed to understand the sustained impact of LLM 
integration. Most studies focus on short-term pilot evaluations. Future research should track LLM 
adoption over time to assess not only performance stability but also changes in staff morale, public 
satisfaction, and institutional resilience. For example, a multi-year study of LLM usage in municipal 
governance could yield insights into user fatigue, unintended consequences, or institutional adaptation. 

Third, ethical and regulatory frameworks require systematic exploration. Despite growing 
awareness of AI-related risks, few studies propose comprehensive governance models tailored to 
public-sector needs. Khalaf et al. (2024) emphasize that the implementation of system trust frameworks 
can substantially increase organizational commitment in public institutions, implying that future AI 
governance models must incorporate transparent, trust-enhancing mechanisms to foster internal 
alignment and long-term adoption. 

Fourth, user-centric design must be prioritized. Many current LLM deployments in government fail 
to adequately involve end-users in the design process. Participatory methods—such as co-design 
workshops, user-testing of interface prototypes, and iterative feedback loops—can lead to more intuitive, 
effective, and trusted systems. For instance, involving civil servants and frontline administrators in the 
early design stages can prevent implementation failure and increase long-term acceptance. 

In summary, the path forward requires a multidisciplinary research agenda that not only refines 
technical capabilities but also strengthens organizational, legal, and social infrastructures. The future of 
LLMs in government will depend not only on what these models can do, but on how thoughtfully and 
responsibly they are integrated into the fabric of public administration. 
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