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Abstract. Previously, the medical field has struggled to identify suitable tools or systems to 
assist in researching and identifying significant proteins for specific diseases. However, recent 
advancements in artificial intelligence (AI) techniques, particularly in machine learning 
approaches, have led to researchers exploring this area. The primary objective of identifying 
significant proteins is to comprehend protein interactions and discover those that play pivotal 
roles in certain diseases especially cancer. By employing machine learning algorithms such 
as Principal Component Analysis (PCA), Support Vector Machine (SVM), and random forest, 
the healthcare sector can effectively work towards achieving these goals. In this systematic 
literature review, we collected, screened, and evaluated 42 articles published between 2013-
2023, with a focus on identifying the most prominent machine learning algorithms utilized in 
this domain. The selection process involved considering articles with a Schimago Journal 
Rank score to ensure relevance and quality. 
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1. Introduction 
In the medical field, doctors and researchers are trying to study diseases with the aim of finding suitable 
methods or treatments. Recently, treatment methods are divided into two: traditional medicine and modern 
medicine. Traditional medicine is the way knowledge, experience, and skills are passed down from 
generation to generation. While modern medicine is born out of scientific research. Personalized medicine 
is the strategies for utilizing an individual’s distinct clinical, genomic, genetic, and environmental data to 
guide decisions about disease prevention, diagnosis, and treatment. Therapies administered to the patients 
were the best responses based upon on their individual features (Al-Tashi et al., 2023). In modern medicine, 
identifying protein significant associated with a disease is the first step in finding biomarker and drug 
designing so that it can be found the best way to treat the disease (Thakur et al., 2015). Protein significant 
identification is now mostly being performed using AI technology by studying and analyzing about the 
protein-protein interaction (PPI) network at genomic scale (Ochoa et al., 2015).  

Physicians are just the same as other human being where they have an imperfection of human 
nature and sometimes are scarcity thus leading to misdiagnose in some terminal and serious disease 
(Akinnuwesi et al., 2020). Due to the costs and time-consuming of an experimental procedure in a few 
sets of proteins and a high-dimensional data already became easily accessible in all field of research, 
especially in medical field, they need some tools or systems that can help them to diagnose a terminal 
and serious disease with minimum time and cost (Constantino et al., 2020; Saha, Sengupta, et al., 2018). 
To satisfy the needs of computational systems, AI technique are helping medical team in diagnose a 
disease automatically and even give a better result (Ibrahim et al., 2021). Moreover, it can increase 
throughput and reduced the labor cost by using AI technique (Costantini et al., 2013). Machine learning 
approach is one of the AI techniques that can be used in drug discovery methodology, such as 
prediction target structure, prediction of biological activity of new ligands, and discovery or 
optimization hits (Chebouba et al., 2018). 

This systematic review is specifically centered on examining machine learning approaches for 
identifying significant proteins in a cancer disease. Following its successful applications in cancer 
detection, the number of research works on machine learning-based approaches has increased 
exponentially recently (Nasser & Yusof, 2023). The motivation behind this research is the rapid growth 
in cancer incidence and mortality cases worldwide (Kumar et al., 2022). Scientists applied methods for 
screening in early stage, in order to find types of cancer before they cause symptoms. With the advent 
of new technologies in the field of medicine, large amounts of cancer data have been collected and are 
available to the medical research community. As a result, machine learning has become a popular tool 
for medical researchers (Kourou et al., 2015) 

This begs for a systematic review and summary of the existing works to help successive researchers 
and practitioners gain better insight into and understanding of the field. Especially the contemporary 
problems in recognizing significant protein of a disease are of-ten based on a very complex and large 
volume of data. In the field of information technology, machine learning methods is playing a very 
important role such as helping fast development in both selection and extraction data (Topolski, 2020). 
As the machine learning used in selection and extraction data, it also aims to increase the efficiency of 
algorithms to combine classifiers into groups (Topolski & Topolska, 2019). One of the challenges that 
have been experienced in classification and data mining is classifying a high dimensional data set 
because it can be hard to visualize and understand (Lasisi & Attoh-Okine, 2018; Odhiambo Omuya et 
al., 2021). Data mining techniques, a method to identify the most related information in a dataset 
(Gewers et al., 2021), such as features extraction and reduction in data pre-processing process will 
improve a learning algorithm’s performance significantly (Ed-daoudy & Maalmi, 2020). Moreover, 
machine learning algorithm can be used to de-sign multi-dimensional or image recognition even though 
it will consume a lot of data and memory (G. Zhang et al., 2019). 

The used of machine learning approach in identifying significant protein will in-crease biomarker 
discovery. Finding significant protein by analyzing PPI network from the related disease can be used 
to find the biomarker or even drug designing (Karbalaei et al., 2018). Once the significant protein is 
found, biomarkers can be search based on the expression pat-terns that is revealed from the databases 
(Muhammad et al., 2019). Furthermore, it can also be used in drug repurposing of a new disease (Huot 
et al., 2021). There are some researches that has been done in creating a system or a new methodology 
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to predict, identify, or detect the significant protein of a disease such as WISCOD: a statistical web-
enabled tool by (Vilardell et al., 2014) and a Multi Label Protein Function Prediction (ML_PFP) 
method by (Saha, Prasad, et al., 2018). 

The purpose of this systematic literature review is to review research article in the past 10 years 
that studied about PPI and significant protein using machine learning approach. From the research 
review, it is expected that can be found the best machine learning approach to use in identifying 
significant protein of a cancer disease. 

2. Literature Review 

2.1. Systematic literature review 
Systematic literature review is important for researcher, especially in health sciences and medical field, 
because it helps them in performing a new research by the previous result incrementally (Lame, 2019). 
Furthermore, seeing that it helps health sciences, systematic literature review has become the key 
methodology that keep refining the method to address new research questions. 

2.2. Machine Learning 
There are two types of machine learning, namely supervised and unsupervised machine learning. 
Supervised machine learning is machine learning algorithm that used to classify labelled datasets based 
on selected relevant features (Ed-daoudy & Maalmi, 2020; Odhiambo Omuya et al., 2021). Several 
research that used supervised machine learning are (Akinnuwesi et al., 2020; Ed-daoudy & Maalmi, 
2020; Morais & Lima, 2018; Wang et al., 2018; Yin et al., 2022) using Support Vector Machine (SVM) 
and (Yin et al., 2022; Y. H. Zhang et al., 2021) using Random Forest (RF). While unsupervised machine 
learning is a method used to study the data structure, looking for the similarity of multiple objects, and 
to check the outliers in a dataset (Granato et al., 2018). Several research that used unsupervised machine 
learning are (Akinnuwesi et al., 2020; Arivudainambi et al., 2019; Ghufran et al., 2020; Granato et al., 
2018; Ibrahim et al., 2021; Lim et al., 2019; Mahmoudi et al., 2021; Morais & Lima, 2018; Papi & 
Caracciolo, 2018; Wang et al., 2018; Wu et al., 2018) using Principal Component Analysis (PCA), 
(Ibrahim et al., 2021) using K-Nearest Neighbors (KNN), (Dickinson et al., 2018; Granato et al., 2018) 
using Hierarchal Clustering Algorithm (HCA), and (Liu et al., 2021; Wan et al., 2013) using 
ClusterONE. Further-more, there is deep learning approach that frequently learn a high level and sturdy 
at-tributes from the raw input and have been successfully applied to diverse classification and 
recognition task (Cao et al., 2018). 

2.3. Bioinformatics 
According to National Institutes of Health, bioinformatics can be defined as an application of tools that 
can compute and analyze biological data into visualization and commentation. The development of 
bioinformatics software, such as Qlucore Omics Explorer, has become an important part of disease 
therapy for targeting genetic and molecular treatments (Li et al., 2015). Other than that, there is Tissue 
Engineering (TE) that can provide the urge of tissue repair and/or regeneration of a human body 
(Beheshtizadeh et al., 2021). 

2.4. Protein-Protein Interaction 
Protein-Protein Interaction (PPI) is a sub-graphs with highly interconnected proteins that can be 
identified as protein complexes or functional modules (B. Kong et al., 2014). A protein complexes is 
formed by the interaction of two or more proteins (P. Kong et al., 2020). There are two challenging 
tasks in identifying the complexes of PPI network, first is a high through-put data interaction that has 
significantly high false positives and negatives. Second is a protein could belong to multiple complexes 
(Ramadan et al., 2016). In analyzing PPI network, centrality measurements are used as the parameters 
such as node degree, betweenness, and eigenvector (Malhotra et al., 2018; Vargas et al., 2016). 
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2.5. Related Work 
Various machine learning approaches have been developed for identifying significant proteins in cancer 
disease. Al-Tashi et al. (2023) reviewed the machine learning models for the identification of prognostic 
and predictive cancer biomarkers. The results showed that the use of subgroup models as a means of 
predictive biomarker identification and suggested future directions for the field, including the 
integration of modern feature selection techniques such as metaheuristic methods and the enhancement 
of non-linear models by incorporating deep learning algorithms. Nasser and Yusof (2023) reviewed 
deep learning based methods for breast cancer diagnosis. The results showed that with the advent of AI, 
deep learning techniques have been used effectively in breast cancer detection, facilitating early 
diagnosis and therefore increasing the chances of patients’ survival. It was required less human 
intervention for similar feature extraction. The Convolutional Neural Network (CNN) is the most 
accurate and extensively used model for breast cancer detection, and the accuracy metrics are the most 
popular method used for performance evaluation. 

Kumar et al., (2022) reviewed AI technique in cancer prediction and diagnosis. The results 
showed that deep learning and machine learning models provide a reliable, rapid, and effective 
solution. Although multiple techniques recommended in the literature have achieved great prediction 
results, still cancer mortality has not been reduced. Thus, more extensive research to deal with the 
challenges of cancer prediction is required. Kourou et al., (2015) reviewed machine learning 
applications in cancer prognosis and prediction. A variety of these techniques, including Artificial 
Neural Networks (ANNs), Bayesian Networks (BNs), Support Vector Machines (SVMs) and 
Decision Trees (DTs) have been widely applied in cancer research for the development of predictive 
models, resulting in effective and accurate decision making.  

Cruz & Wishart, (2006) reviewed applications of machine learning in cancer prediction and 
prognosis growing trend towards personalized, predictive medicine. Broad survey was conducted 
about the different types of machine learning methods being used, the types of data being integrated 
and the performance of these methods in cancer prediction and prognosis. Artificial neural networks 
(ANNs) was the most usable machine learning method. Nassif et al., (2022) reviewed breast cancer 
detection using artificial intelligence techniques. Artificial intelligence and machine learning have 
been used effectively in detection and treatment of several dangerous diseases, helping in early 
diagnosis and treatment, and thus increasing the patient’s chance of survival. Deep learning has been 
designed to analyze the most important features affecting detection and treatment of serious diseases. 
CNN algorithm was the most widely used for both gene expression and MRI images data, because 
of its good results in comparison to other algorithms. 

3. Research Method 
This systematic review was conducted in order to gain literature information about the usage of machine 
learning in reducing feature set to find classification of significant protein. This study employed the 
Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guiding principles 
for conducting systematic reviews.  

3.1. Research question 
1. RQ-1: Which journal publish article about research of significant protein using machine 

learning method? 
2. RQ-2: Which type of machine learning method is used in significant protein analysis? 
3. RQ-3: Which type of algorithm that used in machine learning method for significant protein 

analysis? 
4. RQ-4: Which type of algorithm that used in machine learning method for finding biomarker in 

a disease? 

Based on the research questions above, furthermore will be used to decide the search keywords in 
the next step. 
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3.2. Record identification and screening 
3.2.1 Keyword  

In order to obtain a comprehensive search string, the keywords used in this re-search will be based on 
the research questions term, basic and affix word according to the research theme, and usage of “AND” 
and “OR” adjust with the needs. Information sources were search in Publish or Perish (PoP) application 
using keywords such as: 

- "Significant Protein" 

- “Leukemia” AND “Significant Protein” 

- “Significant Protein” AND “Machine Learning” 

- "Principal Component Analysis” AND “Significant Protein” 

- “Cancer” AND “Significant Protein” 

- "ClusterONE" 

- “Principal Component Analysis” AND “Cancer” 

The search strings above were used as search keywords for the articles that used in the research. 
Each of the articles were filtered by articles indexes by scopus between Quartile 1 until Quartile 4. 
For each keyword, obtained 7 to 200 articles that related to the research topic but only 42 articles 
that meet the criteria of this research. In Figure 1 can be seen the distribution of articles that meet 
the criteria with each of their quartile. 

 
Fig.1: The distribution graph of article based on the SQR 

3.2.2 Quality evaluation 
1. Inclusion and exclusion criteria 

Table 1. Inclusion and exclusion criteria 

No Inclusion Criteria Exclusion Criteria 

1 Research articles 
published between 
2013-2023 

Research articles published 
before 2013 

2 Research articles 
published in English 

Research articles published in 
Bahasa 

3 Research journals 
indexed by Scopus 

Research journals not indexed 
by Scopus 

4 Research articles 
discussing the use of 
machine learning in 

Research articles discussing 
significant protein analysis 
without using machine 
learning 
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significant protein 
analysis 

2. PRISMA Protocol 
Once inclusion criteria were decided and used on filtering the research articles, there is protocol 

called Preferred Reporting Items for Systematic Literature Review and Meta-analysis (PRISMA) 
that used to eliminate research articles. These are the steps to describe the following protocol:  

 
Fig.2: PRISMA flow diagram 

4. Result and Discussion 

4.1. Research article obtained by keyword search 
The number of publications regarding machine learning approaches for identifying significant proteins 
in a cancer disease from 2018 until 2023 is illustrated in Table 2, with the total 932 articles. The 
keywords that were created based on the research question were used in the PoP application to find the 
research articles that related to the research topic.  

  
Table 2. Number of research articles based on keywords 

No Keywords Inclusion Criteria 
1 “Significant Protein” 417 articles 
2 “Leukemia” AND “Significant Protein” 7 articles 
3 “Significant Protein” AND “Machine Learning” 48 articles 
4 “PCA” AND “Significant Protein” 150 articles 
5 “Cancer” AND “Significant Protein” 194 articles 
6 “ClusterONE” 116 articles 
  

4.2. Research article based on keywords and scopus quartile 
From the total of research articles collected based on the keyword search, there were 42 articles in total 
that were related to the research topic and had Score Journal Ranking (SJR) score. In Figure 3 is a graph 
to visualize the distribution of articles that meet the requirements based on the SJR score. Green dots 
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represent the article that has Quartile 1 with 19 articles, yellow dots represent the article that has Quartile 
2 with 18 articles, and orange dots represent the article that has Quartile 3 with 5 articles. 

  

 
Fig.3: Graph of distribution of SJR score 

Figure 4 is a graph to visualize the topic and objective of overall research articles that were 
collected using the keywords before. From the articles, the top 5 machine learning algorithms are 
PCA, SVM, RF, Naïve Bayes and KNN. Moreover, the top 5 diseases are cancer, leukemia, asthma, 
type II diabetes and alzheimer. 

 



Permana et al., Journal of Logistics, Informatics and Service Science, Vol. 11 (2024) No. 1, pp. 181-194 

188 
 

 
Fig.4: Graph of distribution article based on keywords and quartiles 

4.3. Machine learning algorithms 
From the articles that were collected and being eliminated based on the criteria before, machine learning 
algorithms was one of the main points to be considerate. The machine learning algorithms that were 
used in the research articles can become the object of comparison for this systematic literature review. 
In Figure 5 it can be seen the machine learning algorithms that used in the articles that were collected 
and compared to the quartile of the articles. The most machine learning method used in the research 
articles that were collected is PCA and has Quartile 1 at most. 
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Fig.5: Graph of distribution articles based on machine learning algorithms 

PCA is a statistical method to analyze multivariate data by reducing the number of variables for 
data analysis and interpretation. It reduces dimensionality at once retains the variance of the 
multivariate data. PCA has been used to analyzed the differential expression of proteins in breast 
cancer with the percentage of correct classification was 91.7% for the originally grouped tissue 
samples and 88.9% for cross-validated samples (Liang et al., 2010). Elhaik (2022)demonstrated that 
PCA can generate desired outcomes but still needs an alternative mixed-admixture population 
genetic model. Sell et al., (2020) explored potential disease identification in high dimensional blood 
microRNA (miRNA) datasets using PCA. PCA was proved as identifier of patients with specific 
disease, such as heart disease, stroke, hypertension, sepsis, diabetes, cancer HIV hemophilia, 
meningitis, multiple sclerosis, and so on. 

4.4. Machine learning types 
Classification is the most used type of machine learning for articles related to machine learning 
approaches for precision medicine, followed by regression and ensemble types of machine learning. In 
Figure 6 it can be seen the visualization of machine learning types distribution of the articles that is 
used. From all algorithms: SVM, RF, Naive Bayes, KNN and Decision Tree are included into 
classification type. The rest of the algorithms are included into clustering, regression and dimensionality 
reduction. Classification algorithms would be effective in discriminating ovarian cancer from benign 
disease and healthy controls. It was also potential tool for the analysis of high-dimensional proteomic 
data (Vlahou et al., 2003). 
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Fig. 6: The distribution graph of machine learning types 

5. Conclusion 
This paper of a systematic literature review, covering the articles that mainly discuss about identifying 
significant protein of a disease especially cancer using machine learning approach as the algorithms. 
Our study concluded that most previous literature works employed PCA. Another significant factor 
noted is that most studies is about cancer. Also, the classification algorithms are the intend to use. 
Although multiple pieces of research have displayed, there is still a need to address the challenges of 
machine learning approaches for identifying significant proteins in a cancer disease. 
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