
196 

 

A Study on Abnormal Behavior Detection in CCTV 

Images through the Supervised Learning Model of 

Deep Learning 

Yangsun Lee  

Seokyeong University, Seoul, Republic of Korea 

yslee@skuniv.ac.kr 

 

Abstract. Abnormal behavior refers to behavior that is atypical or statistically 

uncommon within a particular culture or that is maladaptive or detrimental to an 

individual or to those around that individual. Most of these actions are criminal 

acts that people fear. The installation of public CCTVs to prevent these crimes is 

increasing, but the crime rate is rather increasing recently. In line with this 

situation, artificial intelligence research using deep learning that automatically 

finds abnormal behavior in CCTV is increasing. Deep learning is a type of 

artificial intelligence designed based on artificial neural networks. C3D is a 

model that uses 3D Convolution Networks to train large amounts of image data 

in a supervised learning manner. In this paper, a study was conducted to learn 

and detect abnormal behavior images consisting of five crime types and 32 

detailed types using the C3D model. As a result of learning and classifying 

abnormal behavior images with the C3D model, which is an artificial intelligence 

model, abnormal behavior was detected in several crime type image data, 

showing considerably high accuracy. Therefore, it is believed that abnormal 

behavior detection technology using C3D can contribute to protecting victims by 

classifying the precursor symptoms of crime by applying it to various CCTV 

image data to prevent crime in advance or detect criminal behavior. 
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1. Introduction  

Abnormal behavior refers to behavior that is not socially valuable or suitable for daily 

life. Most of these actions are criminal acts that people fear. The installation of public 

CCTVs to prevent these crimes is increasing, but the crime rate is rather increasing 

recently. In line with this situation, artificial intelligence research using deep learning 

that automatically finds abnormal behavior in CCTV is increasing. Deep learning is 

a type of artificial intelligence designed based on artificial neural networks. 

Convolutional 3D (C3D) is a model that uses 3D Convolutional Networks to train 

large amounts of image data in a supervised learning manner, and is effective in 

learning and classifying abnormal behavior images. With the development of human 

action recognition (HAR) abnormality detection research using machine learning and 

deep learning, cameras and CCTVs can recognize people and actions and classify 

objects, not just for filming or showing images. (Chalapathy, Chawla 2019. Chandola 

et al., 2009, Lee 2020, Park 2013). 

In this paper, a study was conducted to learn and detect abnormal behavior in 

CCTV images using the C3D model, an artificial intelligence model. As a result, 

abnormal behavior was detected in CCTV image data of various crime types, showing 

quite high accuracy. Therefore, it is believed that the abnormal behavior detection 

technology using C3D can be applied to various CCTVs to prevent crimes in advance 

or to protect victims by detecting criminal behavior (Haroon, 2022, Ji et al., 2013, 

Kiran et al., 2018). 

2. Related Studies 

2.1. Abnormal behavior detection  

Abnormal behaviour refers to behavior that is not socially valuable or suitable for 

daily life. Abnormal behavior Detection is a series of activities that find unexpected 

patterns in the data that learn the abnormal behavior and detect the abnormal 

behavior with the learning content. 

Abnormal behavior detection is divided into three types according to learning 

data and circumstances. Supervised Anomaly Detection uses both labeled normal 

and abnormal data during learning, making model performance evaluation intuitive. 

Semi-supervised anomaly detection is useful in situations where only normal data 

is secured using only normal data. Unsupervised anomaly detection is mainly used 

when there is no labeling of data by assuming that most of the data is normal when 

learning (Chalapathy, Chawla 2019, Chandola et al., 2009, Lee, Lee 2021, Park 

2021). 

2.2. C3D Model 

The C3D model is a model that uses 3D convolution networks to train large amounts 

of image data in a supervised learning manner. In addition, it has a 3x3x3 kernel 
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structure and spatio-temporal nature, showing great efficiency in learning image 

data. 

In the past, image analysis was performed by 2D convolution networks. 

However, since 2D convolution networks had only spatial characteristics, it lost its 

temporal character, and the learning performance was poor because the result was 

in the form of an image. By compensating for these shortcomings, 3D convolution 

networks with spatial and temporal characteristics and output volume was created 

(Haroon 2022, Ji et al., 2013, Leng et al., 2019, Maturana, Scherer 2015, Tran et al., 

2015, Wang et al., 2018, WU, Lee et al., 2019, Zeng 2019) . Figure 1 shows an 

example of the structure of C3D. 

 

Figure 1. Example of 3D Convolution Networks 

3. Learning and Detection of Abnormal Behavior in CCTV 
Images Using C3D 

The C3D model using 3D Convolution Networks has a spatial and temporal nature, 

and shows great efficiency in learning abnormal behavior image data. In order to 

detect abnormal behavior in CCTV images using such C3D, it is first necessary to 

learn the abnormal behavior in CCTV images. 

Figure 2 shows the process of learning and detecting abnormal behavior in 

CCTV images using the C3D model. First, a learning dataset is required for learning. 

Dataset construction generates a list after classification into learning and test images. 

An index item of an image is generated and an image is imaged. We then learn 

using the generated learning dataset and C3D model, and generate a weight file 

containing weights generated through learning for future anomaly behavior 

detection. The type is detected using the generated weight file and the abnormal 

behavior image to be tested. By evaluating abnormal behavioral images, scores are 

assigned to nearby types to derive result types and accuracy. 
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Figure 2. C3D Learning and Detection 

3.1 Image 

We use the E2ON image dataset for learning and testing. E2ON image data 

currently consists of five criminal types and 32 detailed types of precursor 

symptoms and abnormal behaviour. Learning is conducted by dividing into crime 

types and detailed types. 

3.2 Preprocessing Module 

When learning a C3D model, various processes are required to apply it to the model. 

Therefore, the pre-processing process was conducted to establish a data set before 

learning. 

3.2.1 Learning / Test Image Classification and List Generation 

For the experiment, a learning image for learning and a test image for a detection 

test based on the learned result are required. In the classification method, random 

numbers from 1 to 10 are assigned while reading the video, and if the number of 

images is greater than 2, it is classified as a test image, and the input image is 

classified as a learning image and a test image at a ratio of 8 to 2. 

 Figures 3 and 4 show a list of learning/test images. First, after classifying 

images, a list of learning / test images to be used to read images in learning should 

be prepared. In order to prepare a list, the learning/test images were read one by one 

to check the total frame of the image, and the list of learning/test images was 

prepared by additionally writing frames in units of 16 frames.  

3.2.2 Index Item Generation 

There are five crime types and 32 detailed types in the video.  
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Figures 5 and 6 show crime and detailed type indexes. As shown in Figures 5 

and 6, each type is set as an index item and numbered sequentially from 0. 

 

Figure 3. Learning Image List 

Figure 4. Test Image List 

3.2.3 Index Item Generation 

The assigned number is paired with the image to learn according to the type of the 

image. 

 

Figure 5. Crime Type Index 

3.2.4 Imaging an image 

The C3D model proceeds with learning by extracting image features for each frame 

of the image rather than learning in the form of an image. Therefore, while reading 

the image, the image is stored in a folder with the image name for each frame, and 

the data set is constructed by imaging it. 

Figure 7 is an example of imaging an image 
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Figure 6. Detailed Type Index 

Figure 7. Imaging an Image 

3.3 Abnormal Behavior Learning 

 Learning of the C3D model is learned as a frame-specific image of the image. Each 

of the images is read as shown in the learning and test list. The read images are 

divided into 16 frames, the features of the images are extracted, and learned in the 

C3D model with the index and index number generate. The C3D model is mainly 

learned based on convolution and pooling tasks. 

Epoch is the total number of learning using the entire data, and in this paper, up 

to epoch 10 was allocated and learning was conducted. Figures 8 and 9 show the 

accuracy and loss rate of the main and detailed types after learning with the 

allocated epoch. The loss rate of crime types decreased sharply when it reached 

epoch 1 to 2, and the accuracy started at about 0.96, and rose to about 0.99. 
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Like the crime type, the loss rate of the detailed type decreased sharply when it 

became epoch 2 in epoch 1, but it started with a higher loss rate than the crime type 

and showed a much higher loss rate in epoch 9.  

 

Figure 8. Crime Type Accuracy and Loss Rate 

 

Figure 9. Detailed Type Accuracy and Loss Rate 
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The accuracy of the detailed type also began with a much lower accuracy than 

the crime type, and showed a significant change as the epoch was repeated, but it 

was about 0.8 and showed a much lower accuracy than the crime type. It is judged 

that the detailed types showed lower accuracy and higher loss rate due to similar 

types at first glance, such as hanging around the door and standing in front of the 

door, with more index items of the type than the crime type. 

3.4  Abnormal Behavior Detection 
 

 The detection of abnormal behavior using the C3D model proceeds with an image 

obtained by dividing the test image into 16 frame pieces and a weight file with 

weights stored by learning using the C3D model.  The 16-frame images are tested by 

scoring and detecting which type is closest.  

Figure 10 shows an example of the type detection test result for each frame after 

abnormal behavior detection using the C3D model. It shows the type of crime 

detected from above, the accuracy of the type, and the type of crime that should have 

been detected. Subsequently, the detailed type and the accuracy of the type are 

presented, and in the case of detailed items, the detailed items are displayed exactly 

what behavior it is. And the results of ranking 1 to 5 in order of accuracy are shown 

once more. Finally, the original detailed type appears. 

Figure 10. Example of Type Detection Test Results by Frame 

4. Experimental Results and Analysis 

Experiments in this paper were conducted using geforce rtx 2080 with 

approximately 11 gigabytes of memory and python in linux environments. In the 

case of abnormal behavior classification, the test is conducted by dividing the test 

image into 16 frame pieces, scoring which type is closest, and then classifying. 

Figure 11 shows the results of the abnormal behavior test by crime type. 

Figure 11 shows the test results of the theft (parking lot) image.  
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Figure 11. Theft (Parking Park) Test Results 

The results were visible in all frames of the image, and one of them was 

examined. The crime type was detected according to theft (parking lot), and the 

accuracy was about 99%. As for the detailed type, it could be seen that the current 

A31 was detected with about 96% accuracy when he was hovering in front of the 

vehicle. 

 Figure 12. Data Source Image for Learning 
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Figure 13 shows the test results of the intrusion (in front of the door) image. The 

results were visible in all frames of the image, and one of them was examined. The 

crime type was detected according to theft (in front of the door), and the accuracy 

was about 99%. As for the detailed type, it was found that the detection was correct 

with an accuracy of about 94% when the current N1 normal behavior was 

performed. 
 

Figure 13. Residential Break-in(in front of Door) Test Results 
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Figure 14. Child Abuse Test Results 

Figure 14 shows the test results of child abuse (indulgence) images. The results 

were visible in all frames of the image, and one of them was examined. The crime 

type was detected according to child abuse (indulgence), and the accuracy was about 

96%. As for the detailed type, it was currently SY01, which was detected with about 

22% accuracy when the child was pacing alone. 

Figure 15. Theft (in front of the Door) Test Results 
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Figure 15 shows the test results of the theft (in front of the door) image. The 

results were visible in all frames of the image, and one of them was examined. The 

crime type was detected as theft (in front of the door), and the accuracy was about 

99%. As a detailed type, it was possible to examine the detection that the A30 was 

classified with approximately 99% accuracy with prob: 0.9903 when the current A30 

courier was stolen. 
 

5. Conclusion and Future Research 

Abnormal behavior refers to behavior that is not socially valuable or suitable for daily 

life. Most of these actions are criminal acts that people fear. To prevent this from 

happening, a study was conducted to learn and detect abnormal behavior in CCTV 

images using the C3D model, an artificial intelligence model. Among the learning 

models for anomaly behavior detection, C3D is a model that trains 3D Convolution 

Networks on large amounts of image data in a supervised learning manner. For this 

reason, the C3D model, an artificial intelligence model, was adopted. 

As a result of learning and detecting abnormal behavior images in CCTV with the 

C3D model, which is an artificial intelligence model, abnormal behavior was detected 

from various crime type image data, showing quite high accuracy. Therefore, it is 

believed that abnormal behavior detection technology using C3D can be applied to 

various CCTV image data to detect the precursor symptoms of crime, prevent crimes 

in advance, or detect criminal acts to protect victims. 

In addition, it is believed that a healthy and safe society can be created if the C3D 

model can be used in the medical community as a method of learning and classifying 

the precursor symptoms or abnormal behavior of the disease by applying it to medical 

images. 
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