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Abstract. Modern state-of-art management software can manage thousands of multi-vendor devices 

through a single centralized remote console proactively and alert operators when there is an incident or 

even in advance with known symptoms that there is an incident going to happen. Even with the modern 

software, currently huge Telecom and service providers are facing a huge number of alarm floods to 

process every day. This paper examines the need for alarm management, business benefits of alarm 

management, different kinds of alarms, state-of-art management software features, assessment of 

currently deployed alarm management system and a description of a proven approach in terms of people, 

processes and technology that can be adopted to cut down the quantity of alarms and enhance the quality 

of alarms which will eventually lead up to increase in revenue and network availability time.  

Keywords: Alarm management, Alarm assessment, Alarm management approach, Business benefits of 

alarm management.  

1. Introduction 

Network elements and communication systems are business critical components that need to be working 

7x24 and fully available at all the time. The cost in terms of lost business or the effect on company image 

and customer satisfaction will be huge even if the network elements and systems stopped working even 

for a very short while. This can be avoided and easy to protect the revenue generating network reliability 

and uptime by proactively monitoring the health of network elements, servers and communication 

systems day and night and all year around. Modern state of art management software [1] can manage 

thousands of multi-vendor devices through a single centralized remote console proactively and alert 

operators when there is an incident or even in advance with known symptoms that there is an incident 

going to happen. In [2] Bob Berry had stated that many telecoms and enterprise service providers are not 

investing in network monitoring equipment. But they’re the ones with failing service levels, fleeing 

customers and declining profits. 

In the following figure logical representation of a network management model [3] is shown with three 

layers model of Element management layer, Network management layer and service management layer 

with manager of managers (MOM) at the top for receiving alarms from underlying components, enrich 

the events by correlating them and present to the Network Operations Centre (NOC) operators business 

impacting service views rather than showing discrete alarms coming from every element managers in the 

element manager layer.  
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Fig. 1: Logical representation of integrated network management systems architecture. 

In the recent years a strong growth of the communication networks [9] has taken place, with 

significant increments in the number of users, vendors, offered services [4], available technologies and 

quality demands (99.999% uptime) has increased the communication networks complexity very strongly. 

Today’s network architectures complexity forces the alarm management to be aided by the state-of-the-art 

software. This paper presents the  

 need for alarm management; 

 business benefits of alarm management; 

 different kinds of alarms; 

 state-of-the-art management software features; 

 assessment of currently deployed alarm management system and 

 case study on alarm analysis and optimization for alarm environment that handled IP, 

Transmission and Mobile infrastructure and application alarms for Telecommunications Service 

Provider in Australia.  

Alarm analysis and optimization approach is explained in terms of people, processes and technology 

to cut down the quantity of alarms and enhance the quality of alarms which eventually led up to increase 

in revenue and network availability time. 

2. Why We Need An Effective Alarm Management? 



With modern technologies and software integration, most of the vendors are able to add their own set of 

alarms for different state conditions of their products. As the addition of alarms doesn’t cost much to the 

vendors and alarm implementers and alarm systems integrators rigorous analysis was not always applied 

in configuring the additional alarms, result in operators getting flood of uncorrelated alarms for a single 

incident. 

Understanding the meaning of an alarm and the consequence of not responding to it, is crucial to an 

operator effectiveness. As an example when the primary fast link has failed with fall back to slow ISDN 

link for a customer site, whether the operator knows the impact of the alarm even though the network 

service was not down for the end customer.  

Alarm management addresses the above issues by  

 Developing a Master Alarm Plan (MAP);  

 Reducing the noise and derived alarms with smart event correlation logics and help the operators 

to identify the root cause of the problem immediately; 

 Enhancing the quality of the alarm by improving the alarm with additional meaningful message 

text in plain English and 

 Helping the operators to start troubleshooting the incidents with instructions to launch diagnostic 

tools and suggestions to address the potential issues 

In [5] Rick Dodd had mentioned monitoring revenue-generating equipment with simple summary 

alarms will give only node up/down status only but to get a complete picture, monitoring has to be done 

comprehensively from card level to site level including environmental alarms. 

3. Business Benefits Of  Effective Alarm Management 

 NOC operators will be able to manage multi vendor devices and services provided on top of them 

through a single manager of managers (MOM) console, hence training and maintaining multiple 

vendor element managers’ console is not necessary saving a huge operational expenses. 

 NOC operators will be able to proactively monitor the network and promptly identify network 

majors as a result of improved correlation and root cause analysis. 
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Fig. 2: Reduction of OPEX with alarm remediation programme. 

 Factors impacting the reliability of Network elements will be picked up in advance with 

performance and threshold violations alarms and hence able to provide 99.999% reliable network 

uptime. 

 Effective alarm management helps Business to develop trending patterns and analysis for capacity 

planning and forecasting. 



 Development of intelligent filters, counters or qualifiers to filter nuisance alarms which will cut 

down the numbing barrage of meaningless alarms that distract NOC operators attention from 

critical Alarms which will lead them in missing business critical alarms. 

 Enhancing the ability to perform, more automated root cause analysis which is essential to enable 

faster service restoration times which will help Business to minimize SLA penalties, and reduce 

downtime costs from service outages. 

 Number of staff involved in managing alarms can be optimized and their knowledge and skills 

will be used in automation freeing them to do more specialized jobs. 

 Able to keep uptime of the managed network elements at five 9 levels (99.999). 

 Able to reduce the customer churn rate and increase customer base from industries competitors by 

improving network reliability and customer service through positive customer experience. 

 Effective alarm management through implementation of Master Alarm Plan (MAP) will ensure the 

alarms are correctly configured with right severity, clear message text, and additional useful 

instructions for troubleshooting to enhance the operator effectiveness and control the process of 

adding new alarms with the introduction of new technology. 

 Alarm systems will be able to handle the load easily without queuing up the incoming alarms and 

introducing a delay and able to handle additional customers growth without a need for additional 

infrastructure change. 

4. Alarm and its types 

Alarm messages are notifications either created by the element managers through its proactive polling for 

certain parameters on the managed object or notifications sent by the managed object through its agent 

(traps) by its watch dog daemon when performance and capacity threshold breaches occurred. These 

alarms are presented to the alarm management platform in one of the following sub categories 

Status alarms: 

 Service Affecting alarm events: These are messages that are presented to the platform that are 

affecting service. 

 Non Service Affecting alarm events: These are messages that are presented to the platform, 

require action but are not service affecting (e.g.) Loss of IOF redundancy, IOF path switchover. 

Threshold alarms:  

Messages that do not produce an alarm event until a threshold has been crossed. These can be service or 

non-service affecting. Performance messages are defined as messages that report on the performance of 

the network element or platform. These messages should be mutually exclusive to alarm events. 

Performance threshold crossing alarms should be sent to the alarm platform so that Operators are made 

aware of poor performance issues.  

Informational alarms:  

These are defined as messages that may not be service affecting however they are required for future 

reporting, trending or post event fault analysis, isolation and rectification. 

Environmental alarms:  

These are defined messages that report on building and site alarms including commercial power 

availability, UPS battery level, rectifier, generators fuel level, site intrusion, open doors, fire alarms, 

heating, ventilation, air conditioning, temperature and humidity. 

Noise alarms:  

Alarms produced by network elements that are not useable in real-time surveillance or for trending 

analysis. These alarm messages should be blocked at the network element layer and not sent to the 



centralized MOM alarm platform. 

Derived alarms:  

Alarms generated by the element manager system with user defined filters to create additional alarms 

upon seeing certain alarms in sequence in set time interval. As an example when the element manager 

receives alarms for low battery and low generator fuel, they will be assigned with warning severity but 

when they come in sequence within few minutes, the system will generate a critical alarm considering the 

situation.  

Consequential alarms:  

In a network management scenario, a fault usually leads to several consequential faults. This means that a 

single fault can create a large number of alarms, a so-called alarm flood.  

5. State-of-the-art Alarm Management Software Features 

It is not uncommon to see huge Telco and enterprise service providers are facing the challenge of 

processing over millions of alarms a day. Most of the modern state-of-the art management software 

provides the following features 

 Role based client access [native java based client and web based client] is essential for managing 

the network environment in terms of configuration, maintenance, administration and support.  

 Ensures all alarm life cycles are stored in the database for reporting and auditing purposes. 

 Able to manage the alarms based on competency centre concept, follow the sun path or their 

combination to have distributed NOC centers 

 Able to escalate the alarms to next level when the alarms stayed in active alarm browser for 

certain amount of time and not acknowledged by assigned operators group 

 Able to create an incident by right click of the alarm manually in operator assisted fashion or 

create an incident automatically in the trouble ticketing system and exchange updates bi-

directionally. 

 Comes with out-of-box correlation circuits with filter rules which can be customized or added 

additional rules to filter out nuisance, consequential and derived alarms with an ease-of-use GUI. 

 Users client GUI with the flexibility of creating different views to suit their filter requirements and 

ability to launch alarm object sensitive tools and smart actions 

 Users client GUI with the flexibility to sort and search alarms with different parameters including 

severity, managed object, customer, date range etc. 

 Alarm view showing list of outstanding active alarms with a green/red traffic light indicator view. 

With this even if the operator acknowledges the alarm, the object will show still red until comes 

back to normal. 

 Heart-beat or watch dog monitoring on the alarm management system and its components to make 

sure the alarm system is functioning as expected. 

 Manager of Managers [MOM] is able to receive alarms from any underlying element managers 

which operate with different kinds of protocols through smooth and easy integration. 

 Able to integrate with email, SMS gateways to send automated email and SMS notifications. 

 Able to implement Master Alarm Plan covering configuration, administration and support of event 

specific parameters such as mapping of fields (severity, additional useful text, probable cause etc). 

 Alarm systems are scalable, reliable, redundant and the components are modular to support future 

growth and additional load without re-doing the whole implementation and integration. 



 Alarm systems are secure with strong authentication and access control, customer segregation 

policies in place to prevent un-authorized users accessing the Business critical or competitive 

information.  

6. Case Study on Alarm Analysis and Optimisation 

Ideally every Business like to have one genuine root cause alarm per incident and it may not be the case 

due to the network complexity and multi vendor products and element managers integration. The quality 

of alarms is bad if the nuisance and consequence alarms are not filtered at element managers, the quantity 

of alarms coming from every layer of the network management architecture model will add up to a flood 

of alarms for an incident. In this section we present the results of analysis and optimization of alarms we 

had conducted recently for a major Australian Telecommunications service provider.  

6.1. Analysis Of Alarms 

There are many out-of-box reporting solutions on the market that gives the flexibility to build Business 

Object Universes for the alarms data warehouse and allow end users to pass different parameters in the 

selection window to produce required reports. Most common reports that will help to identify the current 

state of alarms are the following which can be scheduled to run on daily basis with a time period of last 

one day, last one week, and last one month.  These reports give a clear indication of pain points that need 

immediate attention. 

 Top 100 managed objects causing most number of alarms 

 Top 20 noise alarms 

 Top twenty probable causes that generated the number of alarms 

 Alarms by severity distribution against date and time 

 Alarms load handled by NOC operators 

 Alarms by top 15 services 

 Alarms resolution time by severity 

 Alarms resolution time by operators 

 Alarm resolution time trend 

 Alarms by customers 

 Alarms trend by severity 

 Alarms resolution against Customer SLA time 

 Alarm queue trend 

 Alarm systems performance in terms of CPU, memory, disk capacity and network 

 Alarm trend showing average and peaks 

   



Fig. 3: Graphs showing daily message arrival with average Top ten reports and alarm system performance. 

If there is no reporting package solution already deployed in the environment, it is easy to develop custom 

SQL scripts by looking at the alarm database schema as shown below. 

 

select OPC_OP.OPC_NODE_NAMES.NODE_NAME, 

            count(*) "No of alarms per node" 

   from OPC_OP.OPC_NODE_NAMES,OPC_OP.OPC_HIST_MESSAGES 

where OPC_OP.OPC_NODE_NAMES.NODE_ID=OPC_OP.OPC_HIST_MESSAGES.NODE_ID 

    and OPC_HIST_MESSAGES.LOCAL_RECEIVING_TIME BETWEEN  

        trunc(sysdate-1) and trunc(sysdate) 

group by OPC_OP.OPC_NODE_NAMES.NODE_NAME  

order by count(*) DESC; 

 

  
 

With the above reports we are able to establish a baseline on the current state of alarms. As shown below 

from the report for 11 days NOC operators received over a million alarms which gives an alarm 

frequency of roughly 70 alarms per minute. 

 

Fig. 4: BOE Report showing Alarm Summary report. 

This was unmanageable by the operators and they were missing genuine critical alarms and the alarm 

system was struggling to cope up with the amount of alarms coming for processing with various defined 

filters and correlation logics which led to messages end up in queue before showing up in the alarm 

screen for operators. 

We analyzed the alarms in terms of People, Processes and Technology. They are covered in terms of 

Alarm flow management, Alarm handling process, Data aggregation and correlation, Fault Escalation, 

Fault Resolution, Fault metrics, FM organization and site visit reduction. Their definition are given in the 

following table. 

Category Description 



Alarm Flow Management 

Are there procedures and practices in place to manage the alarm flow 

to users in the front office and back office functions so that load on 

users is as required and not just all?. Is there sufficient review and 

assigned roles to enforce improvement?. 

Alarm handling Process 

Is the alarm handling (NOC) efficient to detect, diagnose and resolve 

or escalate faults derived from alarm indication?. Are practices clear 

and reviewed for improvement? 

Data Aggregation and 

Correlation 

Are there practices that review the NW alarm data as well as other 

sources to help detect quiet, transient or persistent faults in both 

reactive and proactive roles?. Are there assigned roles to review root 

cause rules to minimize noise and strong linkage between front desk 

users and the root cause roles?. 

Fault Escalation 

Is there clear and efficient escalation practices and organization to 

allow faults to be resolved efficiently and with the minimal steps?. Is 

the escalation steps minimized, containing required information and 

reviewed to improve?. 

Fault Resolution 

Are there sufficient tools and practices in place to maximize 

resolution capabilities and tracking to keep downtime and case 

lifetimes to a minimum? 

Fault Metrics 

Is the client actively reviewing all steps in the Fault management 

process to check for efficiency issues so that better procedures and 

practices can be advised? 

FM Organization 

is the FM organization clear to all and in a framework that best suits 

the business model and client demographics? 

Site Visit Reduction 

Are there procedures and activities in place to reduce and minimize 

the need for physical site attendance to for reaction fault resolution. 

Are non-productive resolutions at site (no fault found, self clear, reset 

etc) analyzed and reduced?. 

Table. 1: Alarm Analysis Radar Chart Categories Definition. 

By interviewing various people from the organization involved in the alarm and fault management, 

assessing processes in place and alarm systems design, implementation and operations model, health 

score can be collected and plotted through the radar chart against the following field values Competence, 

Processes, Reducing errors and re-work, Resources, Roadmap and Tools.  Their definition are given 

below in the following table. 

Field Description 

Competence Is there sufficient competence in the field to yield benefit? 

Processes Are there processes to enforce and harness the benefits in the field? 

Reducing errors and re-work 

Is there sufficient focus on reducing errors and re-work through 

proactive and reactive processes? 

Resources Is there sufficient resource in the field to yield benefit? 

Roadmap Is there a vision to further improve this field in operations?. 

Tools 

Are there sufficient tools available to deliver the required tasks and 

are these centralized or easily accessed?. 

Table. 2: Alarm Analysis Radar Chart Fields Definition. 



From the results, score was plotted in Radar Chart for each category against the field values. 

 

Fig. 5: Alarm Analysis Radar Chart Template. 

The following section describes the assessment procedure to get the score. The score will be used in radar 

charts to assess each category mentioned in the table-1 against the fields mentioned in table-2.  

6.2. Alarm Management System Assessment – People 

To analyze whether the alarm solution in place is adequate enough in terms of People aspect, following 

questions were asked to the Business to evaluate the score for radar charts. 

 Is the accountability in terms of ownership to develop, test and put into production for alarm plan 

is very clear? 

 Are the NOC operators aware of all the features of alarm system presents to them to make their 

job easier? 

 Are the NOC operators certified against vendor certification? 

 Are the NOC operators aware of the team and escalation structure? 

 Are the NOC operators able to identify the troubleshooting diagnostics tools and execute them 

remotely from the management system? 

 Is there a dedicated person or a team of people to analyze the daily and weekly alarm trend and 

reports? 

 Are the alarm plans available at a central location which can be accesses by the operators with 

relevant authentication from the alarm? 

 Are the NMC and technical specialists receiving regular daily and weekly scheduled alarm reports 

covering top twenty probable causes, specific problem codes and managed objects? 

 Is it possible to provide feedback on the alarm patterns and trends for certain incidents to 

Technology Specialists by NOC operators? 

 Are the NOC operators managing the alarms with their own way of intelligence gained through 

experience than system level filters applied at the alarm systems? 

 Are the NOC operators able to understand the criticality and business impact of the alarm? 

 Are the NOC operators able to launch alarm sensitive and managed object context tools and 

applications from the console for troubleshooting and diagnosing the incident? 

 Are the NOC operators able to add incident specific details in the operator notes of the alarm to 

pass the knowledge to others? 



 Are NOC operators getting genuine one alarm per incident or flood of un-correlated alarms for all 

devices on its path? 

 Are NOC operators getting alarm within 1 minute of incident occurrence time? 

6.3. Alarm Management System Assessment - Processes 

Following set of key questions were used to evaluate the current alarm management processes and 

charted using radar chart which gives a clear indication of current process health. 

 Are there procedures and practices in place to manage the alarm flow to users in the NOC from 

Tech Specialists, Engineering Team and Vendors so that load on users is as required and not just 

all?. Is there sufficient review and assigned roles to enforce improvement? 

 Is the alarm handling (NOC) efficient to detect, diagnose and resolve or escalate faults derived 

from alarm indication? Are practices clear and reviewed for improvement? 

 Are there practices that review the Network alarm data as well as other sources to help detect 

alarm faults in both reactive and proactive roles? Are there assigned roles to review root causes to 

minimize noise alarms. 

 Is there clear and efficient escalation practices and organization to allow faults to be resolved 

efficiently and with the minimal steps? Is the escalation steps minimized, containing required 

information and reviewed to improve? 

 Are there sufficient tools and procedures in place to maximize resolution capabilities and tracking 

to keep downtime and case lifetimes to a minimum? 

 Is the alarm management team actively reviewing all steps in the Fault Management (FM) process 

to check for efficiency issues so that better procedures and practices can be advised? 

 Is the FM organization clear to all and in a framework that best suits the business model and 

Business demographics? 

 Are there procedures and activities in place to reduce and minimize the need for physical site 

attendance to for reaction fault resolution? Are non-productive resolutions at site ( no fault found, 

self clear, reset etc) analyzed and reduced? 

 Is Master Alarm Plan covering the alarms, their severity, and message text to display to analysts 

and correlations used, value added information in each message to enhance NOC operators in 

troubleshooting present? 

 Whether NOC operators are able to insert an incident into ticketing systems, send email and SMS 

notifications to relevant internal Specialists and impacted customers from the alarm screen? 

 Whether the managed objects are not up to date in terms of decommissioned nodes are removed 

and to be managed nodes are rightly provisioned in element manager systems? 

6.4. Alarm Management System Assessment – Technology 

To analyze whether the alarm solution in place is adequate, following questions were asked to get the 

score to plot in radar chart. 

 Is the managed objects in the alarm solution is accurate against inventory database? 

 Is the trend of alarm is predictable that at certain date and time or during specific events the whole 

surveillance screen will be filled with thousands of alarms and operators clear them without going 

through but selecting all and acknowledging them? 

 Are the top twenty alarms generating nodes on a daily basis and top twenty probable causes for 

generating those alarms are known? 

 Are the provisioning alarms and scheduled maintenance alarms are not differentiated from service 

failure alarms and presented to NOC operators? 



 Are the operators using multiple element managers’ management console to view the alarms than 

a role based centralized single alarm console? 

 Is the automatic incident creation and notification from the alarm system is not integrated or not 

working? 

 Is the incident created in servicedesk is not getting update from the operator and closing upon 

acknowledging the alarm? 

 Are the operators managing the network using their own experience to avoid missing SLAs? 

 Is the total number of incidents created in servicedesk is not equal to the total number of alarms 

received? 

 Is there a master alarm plan (MAP) covering alarm requirements, list of implemented alarms with 

set threshold limits and time, alarm management process etc available in a central repository 

accessible by operator upon authentication? 

 Is there a web based document repository that contains vendor manuals, solution design guides, 

Operational guides, troubleshooting guides with role based access available? 

 Is the Alarm server facing performance bottleneck issues in handling the load in terms of number 

of incoming alarms, processing them in terms of filtering, correlating them and reporting them to 

operators’ consoles? 

 Is the alarm server architecture able to handle growth due to its design limitations? (modular, 

scalable, load balanced and distributed ) 

 Is the alarm management solution E2E performance reports, benchmark reports, audit reports are 

available to measure the solution success, failure and integrity? 

 Are the available alarm reports can identify the top ten nodes generating most number of alarms 

on daily basis to address them? 

 Whether Business Continuity plan for each and every piece of the components involved in alarm 

management solution and proven disaster recovery procedures are available? 

 Is the alarm trend and forecasting reports in terms of current alarms, load on systems and the alarm 

queue length are available? 

 Alarm severity: Is it correctly mapped and reflects the true situation? 

 Is the value added information to help NOC operators for faster incident resolution available? 

 Are NOC operators able to map Incidents to probable Root Cause and then to the real Problem on 

a managed object within very short time? 

 Is there a dedicated person or a team assigned with Key Performance Indicators (KPIs) to 

investigate the alarm trend analysis and for managing the top ten noise generating nodes / element 

managers? 

 Is it possible to produce performance report on the NOC operators in terms of number of alarms 

received, acknowledged and resolved with their individual user account during their shifts to 

enhance the quality of service, business deliver to end customers?  

With the above analysis we plotted the following radar charts to identify the areas that need immediate 

attention. 

 



  

  

  

Fig. 6: Alarm Analysis Radar Charts Results. 

6.5. Optimization of Alarms - Processes 

Once the issues are identified an Alarm Planning Cell (APC) was established with members from 

different parts of the organization. The scope of the APC includes but is not limited to the following key 

functionalities 

 Rationalization and reduction of the current types & volumes of alarms originating from each 

network platform.  

 Review and improve Alarms management solution architecture. 

 Development of design rules so future alarm management designs are optimized to enable 

Operations to deliver to Key performance Indicators (KPIs).  

 Manage  elements owners responsibilities and their interaction with the APC 

 Audit, Performance and benchmark reporting 

 Quality of service and customer experience 

 Review and refine processes associated with Alarms Management.  

 Documentation of an alarm management strategy. To cover E2E Alarm Management solution 

design implementation and acceptance process. 

Governance and Structure was set up as below: 

Frequency of meetings 

 There will be weekly meetings with the APC team and the project manager will circulate the 

meeting minutes with actions against their timeline 



 Fortnightly APC chair will meet with Project managers and Alarm Management Architect to see 

the progress and align with the Business goals and deliverables 

 APC with their project managers will present three months, six months and 12 months action plan 

with SMART deliverables and their Business benefits 

 Alarm management solution customers (NOC managers)  and Business will be presented with 

alarms trend reports and the progress made on monthly basis by the project managers 

Once the process is established, technology and people aspects were addressed as below 

6.6. Optimization of Alarms - Technology 

Master Alarm Plan is the guiding principles and targets by which the alarms are configured and measure 

the alarm performance. It will cover the following key criteria as a minimum to address the quality of 

alarms. 

 what is an alarm 

 How severities are set based on its impact and time to respond 

 General alarm considerations covering operator assisted notes in plain English text 

 Which alarm clears which other alarms and its time frame to set auto clear or correlation 

 Correlation logics design with filter rules to filter consequential, derived, transient, flapping 

alarms and known scenarios based alarms. 

 Alarm performance criteria and resolution activities 

Once the alarm plan is developed and implemented, next phase is to filter the unwanted alarms to reduce 

the quantity of alarms [7]. Unwanted noise alarms should be controlled at the source level and if it is not 

feasible, they should be filtered out by using effective correlation [8] logic filters. Figure 7 shows the 

event correlation logic engine with timer which intercepts the flood of alarms and filter them out prior to 

passing or creating a new root cause event to the NOC operator. 

Raw alarms
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rules

Correlated alarm showing 

single clear Root 

Correlated fault event to 

NOC analysts

 

Fig. 7: Alarm Correlation Engine. 

Following set of filters could be defined as applicable to the scenarios to cut down the noise alarms 

and reduce the quantity of alarms passing to the NOC operators. 

1. Corrective filter: 

 A filter that can correct the event parameters such as probable cause, severity, additional 

information etc based on pre-configured rules for managed objects and time 

Example: During nightly backups, servers send lot of performance bottleneck alarms which came 

with severity of high can be assigned with perceived severity of minor considering the time using 

corrective filter. 

2. Tap filter: 



 A simple filter that can turn on/off the incoming events and passes or rejects them to the operator 

console 

Example: Scheduled maintenance might generate known down/up alarms. This can be filtered 

through tap filter easily by setting provisioning flag for those objects undergoing scheduled maintenance. 

3. Transient filter: 

 A time-based event filter that keeps the incoming alarms for pre-configured time (say 5 minutes) 

and if the condition didn’t clear within that interval it passes the event to NOC operators 

Example: Link saturation could cause the objects failed to respond within the set timeout period for 

proactive polling which will generate node down and up continuously. These can be filtered through 

transient filters easily with set time period for clear alarms. If the clear alarm didn’t come within the set 

time period, it will pass the critical event to operators. 

4. Threshold filter: 

 An event will be passed if the threshold is crossed within set timeframe 

Example: Servers might send high CPU utilization for peak utilization which lasts for a short while 

but the event will be passed to operators if the threshold had breached and last for set time period. 

5. Heap filter: 

This filter collects and queues the alarms for set time period. Once the time is expired a new alarm 

will be passed to operators with additional information. 

Example: In a service provider environment when an application server goes down, it may generate 

alarms from switch, load balancer, firewall, and the server itself. If we know the scenario, heap filter can 

be used to collect events and look for certain parameters to see the alarms from switch, load balancer, 

firewall, application server in a set time interval and generate a new alarm with combined value-added 

information. 

6. Toggling filter: 

 An event will be passed to the NOC operator only if there is no context or after the set time 

period. 

Example: If a switch or router is managed it is not uncommon to see interface flapping alarms 

whenever the object is restarted which will fill up the NOC operators screen with Node down, Interface 

down and Interface Up and node up alarms. In this scenario toggling filter can be used to suppress all 

interfaces down and up alarms if there is an associated node down and node up alarm within set time 

period. 

A single filter or a combination of filters may be applied in series with the following order of 

precedence. 

Corrective Tap  Transient  Threshold  Heap  Toggling 

The attributes of raw alarms that can be used in filters design include Managed object, Alarm Type, 

Alarm Time, Severity, Notification identifier, Source identifier, Probable cause, Alarm text, Managed 

object status, Trend indication, Alarm cause, Outage flag and Alarm specific message key. 

6.7. Optimization of Alarms - People 

The flood of alarms is due to mis-configuration of alarm platforms and lack of correlation circuits and 

intelligent filters to combine all consequential and derived alarms to a single root cause alarm with right 

severity. There was no accountability in terms of ownership to deliver the E2E solution and to achieve 

business vision. To address these issues on the alarm platforms, it was recommended to have a dedicated 

team of people who will look after the alarm systems in terms of its design, implementation, remediation, 

upgrades and reporting. APC members include Project manager, Alarm Architect, NMS Technical 

Specialist, NOC Operations Team Leader, Managed elements technology specialist and Vendor 



representative. 

It is very important to train the operators and get them certified against vendor certifications to ensure 

they are able to use the management software features. To close the loop they can send their feedback 

when they find alarm patterns during certain incident, which can be used by the engineering team to 

develop scenarios based filters.  

Benchmark the alarm performance with the introduced changes and trend information. This will be 

critical in getting Business buy-in for further improvements and setting up a Continuous improvement 

Program. 

6.8. Continuous improvement program 

Implementing Continuous Improvement Program (CIP)  through APC carried out the following tasks 

 Monitor the alarm occurrences trend 

 Analyze the possible causes of the alarm (legitimate, spurious and redundant) trend 

 Fine-tune the alarm settings and update Master Alarm Plan 

 Develop additional filters and smart actions to diagnose the alarms 

 Develop additional reports showing the impact of the recently introduced changes 

 Update Master Alarm Plan, alarm solution architecture and design documents as per Business 

growth and requirements and publish them in a web server which will be accessible based on 

users’ access role. 

 Measure the success and broadcast to the Business through regular communiqué 

6.9. Results of Alarms Optimization 

The alarm rate has dropped from 70/minute to 0.05/minute which has vastly improved the operator 

effectiveness and usage of systems resources.  

 

Fig. 8: Alarm Analysis Graph results after optimisation. 

With the reduced alarm rate NOC operators were able to manage alarms through a single Manager-Of-

Manager alarm console instead of multiple alarm consoles. Noise alarms were filtered at source level or at 

their element managers prior to pass them to centralized alarm console using the following umbrella 

model features of informing delay, Filtering and correlation at various levels. 
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Fig. 9: Alarms Optimisation Strategic Approach. 

7. Conclusion 

Advances in technology and increases in customer demands, government regulation have jointly made 

alarm management more important and more difficult. Alarm management is not just about reducing 

alarms; it is about responsible network management and increasing network reliability and uptime. Alarm 

management is just a good process for managing and protecting revenue generating network reliability 

and uptime. Implementing effective alarm management is not a do-it-yourself job but a highly technical 

subject which needs a good understanding of technologies, customer requirements, and topology 

information to understand what to manage and how often to proactively poll to manage, architecture, SLA, 

business process challenges and list of stake holders and developing effective correlation logic filters. An 

inadequate alarm management solution can cripple the reliability of the network, increased misuse of 

resources and equipments failure, reduce the value of products and services business offer to customers, 

reduce the business reputation in the market which in turn will increase the customers churn and revenue 

loss to Business. 
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