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Abstract. Despite the development of numerous disease treatments, the need for 

individualized patient-specific treatments remains. Precision medicine aims to identify the 

most suitable treatment for patients by tailoring it to each patient’s unique characteristics. 

Machine learning (ML) approaches are increasingly being utilized to analyze large datasets 

and identify patterns that can help predict disease risk, diagnosis, and treatment outcomes. 

In this systematic literature review, the authors collected and analyzed 37 articles that 

discuss the application of ML approaches for precision medicine. The review reveals that 

Random Forest (RF) and Support Vector Machine (SVM) are commonly utilized ML 

algorithms for precision medicine, and classification is the most frequently used type of ML 

between 2013 and 2022. The authors hope that the findings of this systematic literature 

review will aid researchers in developing ML-based precision medicine studies. 
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1. Introduction 
Health is one of the most valuable human assets, and a serious disease is one of life’s most troublesome trials. 

Even if there is a hope for a full recovery, it is very difficult to be patient, there must be an urge to worry 

about doing something to try to get well (Gard et al., 2013). According to the World Health Organization 

(WHO), the leading causes of death worldwide are ischemic heart disease and stroke. Other serious disease 

that can cause death are chronic obstructive pulmonary disease (COPD), lower respiratory tract infections, 

Alzheimer’s disease, and diabetes. Meanwhile according to CDC, Indonesian people face cardiovascular 

disease, neoplasms, diabetes & kidney diseases, digestive diseases, and respiratory infections as other serious 

illnesses that lead to death. To minimize this problem, a more up-to-date treatment technique is needed 

compared to what currently exists (Masic et al., 2008).  

Precision medicine is a method of modern medicine that aims to develop prevention and treatment 

strategies based on a combination of environment, lifestyle, genetics, and individual phenotypic diversity 

(Clish, 2015). Another goal of precision medicine is to provide tailored medical treatment for patient 

according to their genetic characteristics (Ho et al., 2019). This approach is much more effective against the 

disease than medicine which treats everyone in the same way (Akben, 2018; Khurana Hershey et al., 2022).  

Machine learning (ML) is designed as a unique transformative method to discover hidden biological 

interactions to better predict and diagnose complex disease (Gaudillo et al., 2019). A subfield of data science 

known as "machine learning" teaches computers to perform tasks by analyzing patterns in large datasets and 

developing rules or algorithms that maximize task performance. (Glazyrin et al., 2020). Machine learning 

algorithms are commonly used in many fields such as big data, internet of things, social networking, 

cybersecurity, computer-aided diagnosis of diseases, analysis of biomedical data, and intrusion detection 

(Dritsas & Trigka, 2022; Nasarian et al., 2020). In biological field in particular, ML assist for example by 

coding region recognition, prediction of signal peptides, identification of biomarkers, recognition of disease 

genes, detection of metabolic network, and protein-protein interactions (Korani et al., 2019). ML holds an 

important role for disease diagnosis by simply analyzing existing patient records and training model to predict 

new patient behaviors (Ilyas et al., 2021).  

ML as an approaches of precision medicine will be a perfect combination and very potential to improve 

patient healthcare. Advanced computation that will be provided by ML enabling diagnostic system that will 

enhance decision making of the physician. This review article is concentrated on the contribution of ML as 

an approaches of precision medicine. The learning ability of ML can be utilized to optimize measurement 

performance of biomedical data analysis, especially determination and anticipation of patient disease risk 

(Quazi, 2022). 

There have been many related studies discussing the topic of developing precision medicine for several 

diseases using a machine learning approach. For examples (Ma et al., 2020), (da Silveira et al., 2022; Hayes 

et al., 2021; N et al., 2019) are predicting and diagnosing CKD by using the developed algorithms which are 

HMANN, elastic net regression, ABC4.5, DT, and RF. Then (Ed-daoudy & Maalmi, 2020) classified breast 

cancer by using association rules and SVM. (López et al., 2018) succeeded in researching the RF technique 

in dealing with the complexity of SNP datasets used to predict T2D disease. Research (B. Yu et al., 2021) 

aims to predict protein-protein interactions using elastic net and deep forest algorithms. Research (Blair et 

al., 2014; Burnard et al., 2022; Hess et al., 2017; Liu & Xuan, 2015; F. Yu et al., 2014) discuss about the 

well-known biomarker, SNP, with machine learning approaches. Artificial Neural Network (ANN) algorithm 

is applied on (Ghafouri-Fard et al., 2019, 2020) researches for diagnosing autism spectrum disorder (ASD) 

and predicting multiple sclerosis disease. Not only used for the benefit of disease in humans, it is also used 

for the benefit of other living things, namely animals and plants such as research (Bradley et al., 2019; Korani 

et al., 2019; Yao et al., 2013). Several research references regarding the comparison of the application of 

machine learning in terms of precision medicine, such as in studies (Almansour et al., 2019; Antony et al., 

2021; Kao et al., 2022; Kucukkal et al., 2014; Lee et al., 2022; Xiao et al., 2019; Zubair Hasan & Zahid 

Hasan, 2019) were also selected for review.  

This systematic literature review aims to identify and analyze several literatures published between 2013-

2022 to determine what can be concluded about machine learning approaches for precision medicine, such 
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as search keywords, and the algorithms and types of machine learning are used. 

2. Literature Review 
2.1. Systematic literature review 

A systematic literature review is an action of recognizing, evaluating, and interpreting the distribution 

exploration articles that are relevant to the research question being carried out. Systematic literature review 

can also be conducted to examine the extent to which empirical evidence supports or contradicts theoretical 

hypothesis, or even to assist with creating new theory (Carvalho et al., 2019). 

2.2. Precision medicine 

Precision medicine is a modern concept that has been used to describe accurate medical treatment tailored 

to the individual characteristics of each patient, in which the patient’s disease is analyzed according to the 

molecular data, genomics, and systems biology models to define the patient’s disease at the molecular 

level and choose the right treatment. Precision medicine promises to combine individual data about genetic 

susceptibility to disease, biomarker data on disease risk and response, also physiological and behavioral 

data from sensors and new databases to create a rich model that can predicts risk and response with high 

accuracy. Most scientists are increasingly using the term ‘precision medicine’ in light of the utilization of 

genomics to characterizing sicknesses for individualized therapy. Using genetic information and other 

databases from a big data perspective, diabetes and other disease are classified into disease subgroups, 

each with its own best treatment (Klonoff, 2015). 

2.3. Machine learning 

Machine Learning (ML) is a branch of Artificial Intelligence (AI) with a focus on computers that can make 

decisions and learn automatically [12]. In ML, algorithm uses the ability to distinguish features to classify 

samples. The performance of a ML model depends not only on the particular training algorithms, but also 

depends on the properties of the input data, such as the features number and correlation between the 

features (Ebiaredoh-Mienye et al., 2022). Furthermore, machine learning algorithms are divided into 

supervised learning, unsupervised learning, and reinforcement learning. Supervised learning is well known 

for its classification and regression methods, where sample datasets fully labeled to classify the unknown 

classes [39] (Senan et al., 2021). In contrast to that, unsupervised learning defines a function by describing 

the hidden structure of data that has no labels. Unsupervised learning can be categorized into clustering 

and association. Lastly, reinforcement learning has a fundamental to learn the experience or data with trial 

and error. Algorithms on reinforcement learning related to dynamic programming algorithm (Korani et al., 

2019). 

  

3. Research Method 

3.1. Research question 
1. RQ-1: Which journals publish articles discussing machine learning approaches to precision 

medicine? 

2. RQ-2: What are the keywords in the machine learning approach research for precision medicine? 

3. RQ-3: What algorithms are applied in the machine learning approach research for precision 

medicine? 

4. RQ-4: What types of machine learning are used in machine learning approach research for 

precision medicine? 

3.2. Record identification and screening 

3.2.1 Keyword decision 

The use of the right keywords is very necessary to collect articles that are in accordance with the discussed 

research topics. In this research, keywords are collected by identifying the existing terms on research 

questions, the use of root words and affixes according to the research theme, the use of ‘AND’ and ‘OR’ 

operators according to needs. 

This research reviews articles that indexed by Scopus, so the keywords used are in English. The search 
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strings are obtained as follows:  

- “Chronic Kidney Disease” AND “machine learning” 

- (“Single Nucleotide Polymorphism” OR “SNP”) AND “Machine Learning” 

- (“Single Nucleotide Polymorphism” OR “SNP”) AND “Elastic Net” 

- (“Kidney” OR “Renal”) AND “Elastic Net” 

 The search strings above are used as search keywords for articles that used in this study. Articles 

search were carried out using the Harzing’s Publish or Perish (PoP) applications and filtered only articles 

indexed by Scopus. For each keyword, obtained 200 articles that related to the research topic, so it is equal 

to 800 articles but only 37 articles are eligible for this research. The graph of the distribution of the number 

of articles based on the Scopus Quartile Rating is shown in the following figure. 

 

 
Fig. 1: The distribution graph of the number of published articles based on the Scopus quartile rating 

3.2.2 Quality evaluation 

1. Inclusion exclusion 

To get articles that are most relevant to the research topic, it is necessary to select criteria consisting of 

inclusion criteria and exclusion criteria. Inclusion criteria are the criteria used as criteria in selecting 

literature, while exclusion criteria are not used in selecting literature. 

 
Table 1: Inclusion Criteria and Exclusion Criteria 

No Inclusion Criteria Exclusion Criteria 

1 Research journals 

published between 

2013-2022 

Research journals published 

before 2013 

2 Research journals are 

in English 

Research journals are not in 

English 

3 Research journals are 

indexed by Scopus 

Research journals are not 

indexed by Scopus 

4 Research journals 

discussing about 

machine learning for 

medicine precision 

Research journals discussing 

about medicine precision not 

including machine learning 

approaches 

2. PRISMA Flowchart 

This research adapts recommendation outline in Preferred Reporting Items for Systematic Reviews and 

Meta-Analyses or known as PRISMA statement. Information sources are obtained from Scopus by 
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searching using the keywords in section “Keywords decision”. The collected articles are articles published 

in 2013 – 2022. Then, read and filter the articles through abstract, determine which articles are worthy of 

further review. In fact, there are only 39 articles were selected due to its eligibility and suitability, and 

finally there are 37 articles were used in this review research.  

This research work gathered 800 articles about machine learning approach for precision medicine. 

Upon further research reveals there are only 46 related articles on this topic. Furthermore, 37 articles were 

selected to be discussed and presented in this review article. As such, it can be discovered which journals 

have published the most articles on machine learning approaches for precision medicine, which keywords 

the authors used most frequently when researching this topic, and what algorithms and types of machine 

learning approaches are most widely used in research related to this precision medicine.  

 
Fig. 2: PRISMA flow diagram for the systematic review of articles included in this review 

4. Result and Discussion 

4.1. Research article based on journal publisher 
This research reviewed journal that been published by several publishers. Totally there are 42 different 

journals that publish articles about machine learning approaches for precision medicine and used for this 

research. Elsevier and MDPI with different research area contribute by giving 6 related research articles.  

 
Fig. 3: The Journal Graph that Publish Articles containing Machine Learning Approaches for Precision Medicine 

4.2. Keywords 
Keywords are necessary to facilitate the research. Based on the literature that used in this research, the 

most used keywords on machine learning for precision medicine are machine learning, chronic kidney 

disease, and SNP. 
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Fig. 4: The Distribution Graph Based on Keywords and Quartiles 

4.3. Machine learning algorithms 
Finding the correct machine learning algorithm is necessary for this research to be used as material for 

comparison which algorithm can provide the highest accuracy. According to the distribution graph below, 

shown that random forest is the most preferred algorithm, followed by support vector machine algorithm.  
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Fig. 5: The Distribution Graph of Machine Learning Algorithms 

4.4. Machine learning types 
Classification is the most used type of machine learning for articles related to machine learning approaches 

for precision medicine, followed by regression and ensemble types of machine learning. 

 
Fig. 6: The Distribution Graph of Machine Learning Types 

Based on the 37 research articles that have been selected and reviewed using the PRISMA statement, 

the following table is the conclusion of these articles.
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Table 2 Conclusion from Research Articles 

Author Title Object Algorithm Result 

(Almansour 

et al., 2019) 

Neural network and 

support vector machine 

for the prediction of 

chronic kidney disease: 

A comparative study 

Measuring the 

level of 

accuracy and 

compare SVM 

and ANN on 

the CKD 

dataset 

 

ANN, SVM Accuracy for ANN 

99.75%, for SVM 

97.75% 

(Ma et al., 

2020) 

Detection and diagnosis 

of chronic kidney 

disease using deep 

learning-based 

heterogeneous modified 

artificial neural network 

 

HMANN to 

detect chronic 

renal disease 

Heterogenous 

Modified 

Artificial 

Neural 

Network 

(HMANN) 

Proposed HMANN 

algorithm is proposed 

to detect chronic renal 

disease 

 (Ed-

daoudy & 

Maalmi, 

2020)  

Breast cancer 

classifications with 

reduced feature set 

using association rules 

and support vector 

machine 

 

Classifications 

for breast 

cancer 

Association 

Rules, SVM 

Classification accuracy 

by SVM model and AR 

= 98% for 8 attributes 

and 96.14% for 4 

attributes 

(López et 

al., 2018) 

Single Nucleotide 

Polymorphism 

relevance learning with 

Random Forest for Type 

2 Diabetes risk 

prediction 

 

SNP relevance 

with T2D risk 

prediction 

Random Forest Obtained 14 most 

relevant SNPs 

(B. Yu et 

al., 2021) 

Prediction of protein-

protein interactions 

based on elastic net 

and deep forest 

Method for 

predicting PPI 

Elastic Net, 

GcForest-PPI 

PPI’s of a CD9-core 

network are all 

predicted successfully, 

Gc-Forest-PPI able to 

predict PPIs in a 

crossover network and 

able to reveal the 

biological functions for 

the Wnt-related 

pathway, PPIs of the 

cancer-specific network 

are also all predicted 

successfully 

 

(Blair et al., 

2014) 

On the stability of the 

Bayenv method in 

assesing human SNP-

environment 

associations 

 

Bayenv 

method in 

scoring 

association 

between SNP 

and 

environment 

 

He Bayenv 

(using 

Bayesian 

Markov Chain 

Monte Carlo 

Approach) 

Bayenv produced 

slightly different results 

in independent runs of 

the program 

(Liu & 

Xuan, 

Prioritization of Cancer-

Related Genomic 

SNP 

association 

RWR-SAN A new method that 

combines the AMD 
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2015) Variants by SNP 

Association Network 

network 

(SAN) 

GWAS dataset with 

SAN topological 

information to re-rank 

the relevance between 

SNPs and AMD 

 

(Nasarian 

et al., 2020) 

Association between 

work-related features 

and coronary artery 

disease: A 

heterogeneous hybrid 

feature selection 

integrated with 

balancing approach 

 

Association 

between work-

related feature 

with coronary 

artery disease 

Decision Tree, 

Gaussian Naïve 

Bayes, RF, 

XGBoost 

Proposed feature 

selection method 

(SMOTE and XGBoost 

classifier) achieves 

accuracy = 81.23%, 

also tested to other 

database and obtained 

high accuracies 

(Glazyrin 

et al., 

2020b)  

Proteomics-Based 

Machine Learning 

Approach as an 

Alternative to 

Conventional 

Biomarkers for 

Differential Diagnosis 

of Chronic Kidney 

Diseases 

 

The usage of 

full-proteomic 

to diagnose 

comparison 

between 

chronic kidney 

disease 

K-NN, logistic 

regression, 

SVM, decision 

tree 

K-NN algorithm shows 

high confidence 

(97.8%) to separate the 

healthy group from the 

renal patients in general 

by proteomics data of 

plasma 

(Antony et 

al., 2021) 

A Comprehensive 

Unsupervised 

Framework for Chronic 

Kidney Disease 

Prediction 

Unsupervised 

framework to 

predict CKD 

K-Means 

clustering, DB-

Scan, I-Forest, 

Autoencoder 

Integrating feature 

reduction methods with 

K-Means Clustering 

algorithm by achieved 

accuracy 99% for 

classifying the clinical 

data of CKD and non-

CKD patients 

 

(Ilyas et al., 

2021) 

Chronic kidney disease 

diagnosis using decision 

tree algorithm 

Diagnose 

CKD stages 

RF, J48 J48 algorithm has better 

result to predicted CKD 

than RF with an 

accuracy of 85.5% 

 

(Bradley et 

al., 2019) 

Predicting early risk of 

chronic kidney disease 

in cats using routine 

clinical laboratory tests 

and machine learning 

 

Predicting the 

risk of cat with 

CKD 

Architectural 

neural 

network 

 

Recurrent Neural 

Network model with 4 

features gain 90.7% of 

sensitivity, and 98.9% 

of specificity. 

(Zubair 

Hasan & 

Zahid 

Hasan, 

2019) 

Performance Evaluation 

of Ensemble-Based 

Machine Learning 

Techniques for 

Prediction of Chronic 

Kidney Disease 

Evaluation in 

several 

machine 

learning 

techniques 

classifying 

CKD patients 

Adaptive 

Boosting, 

Bootstrap 

Aggregating, 

Extra Trees, 

Gradient 

Boosting, RF 

classifier 

 

Ensemble method-

based machine 

learning algorithms to 

classify for kidney 

disease and achieves 

99% of classification 

accuracy 

(Shang et 

al., 2021) 

Medical records-based 

chronic kidney disease 

Proposed 

CKD 

Combination 

of rule-based 

Algorithm to detect 

CKD in its early 
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phenotype for clinical 

care and “big data” 

observational and 

genetic studies 

algorithm and machine 

learning 

method 

(classification, 

regression, 

clustering) 

 

stages by calculating 

albuminuria and 

estimated glomerular 

filtration rate 

(Ho et al., 

2019) 

Machine Learning SNP 

Based Prediction for 

Precision Medicine 

Machine 

learning 

algorithms that 

have been 

used for 

precision 

medicine 

 

Lasso 

regression, 

SVM, NN, 

decision tree, 

RF 

Overview of polygenic 

risk scoring and 

machine learning in 

complex disease risk 

prediction 

(Yao et al., 

2013) 

Random Forests 

approach for identifying 

additive and epistatic 

single nucleotide 

polymorphisms 

associated with residual 

feed intake in dairy 

cattle 

 

Identification 

SNP additive 

and epistatic 

associated 

with residual 

feed intake in 

dairy cows 

RF 25 most frequent 

pairwise SNP 

interactions were 

reported as possible 

epistatic interactions 

(Korani et 

al., 2019) 

Machine Learning as an 

Effective Method for 

Identifying True Single 

Nucleotide 

Polymorphisms in 

Polyploid Plants 

Method to call 

SNP polypoid 

species with 

machine 

learning 

NN, tree 

bagger 

A new 48K array was 

designed and 

validated, also created 

new tool (SNP-MLer) 

to train models for use 

in selecting true SNPs 

from sequence data 

 

(Kucukkal 

et al., 2014) 

Computational and 

Experimental 

Approaches to Reveal 

the Effects of Single 

Nucleotide 

Polymorphisms with 

Respect to Disease 

Diagnostics 

Computational 

and 

experimental 

method to 

demonstrate 

the possible 

effects of 

genetic 

differences 

 

SVM MECP2 and the 

KDM5C were selected 

based on this ongoing 

research 

(Hess et al., 

2017) 

Partitioned learning of 

deep Boltzmann 

machines for SNP data 

Deep 

Boltzmann for 

SNP data 

Boltzmann 

machines 

(deep 

learning) 

The proposed 

approach identified 3 

SNPs that seem to 

jointly influence 

survival in a validation 

dataset 

 

(De 

Maturana 

et al., 2013) 

Application of Multi-

SNP Approaches 

Bayesian LASSO and 

AUC-RF to Detect 

Main Effects of 

Inflammatory-Gene 

Variants Associated 

Association 

between gen 

inflammation 

variants and 

bladder cancer 

Bayessian 

threshold 

lasso (BTL), 

AUC-RF 

A set of SNP (9 SNP-

signature was detected 

by BTL) in 

inflammatory genes 

jointly associated with 

bladder cancer risk 
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with Bladder Cancer 

Risk 

 

(Gaudillo 

et al., 2019) 

Machine learning 

approach to single 

nucleotide 

polymorphism-based 

asthma prediction 

Machine 

learning for 

predicting the 

risk of 

suspecting 

asthma 

RF, RFE, k-

NN, SVM 

 

RF-SVM obtained the 

highest model 

performance 

(including accuracy, 

precision, and 

sensitivity) 

 

(Ghafouri-

Fard et al., 

2019) 

Application of Single-

Nucleotide 

Polymorphisms in the 

Diagnosis of Autism 

Spectrum Disorders: A 

Preliminary Study with 

Artificial Neural 

Networks 

Predicting 

ASD status 

ANN Proposed model with 

ANN-based for 

separate ASD status 

(healthy and adequate 

power) and gave 

73.67% of accuracy, 

82.75% of sensitivity, 

and 63.95% of 

specificity 

 

(Ghafouri-

Fard et al., 

2020) 

Application of Artificial 

Neural Network for 

Prediction of Risk of 

Multiple Sclerosis 

Based on Single 

Nucleotide 

Polymorphism 

Genotypes 

 

Predicting risk 

of multiple 

sclerosis 

ANN ANN model for 

prediction the risk of 

MS based on genomic 

data. 

Accuracy = 64.73% 

Sensitivity = 64.95% 

Specificity = 64.49% 

(F. Yu et 

al., 2014) 

Differentially-Private 

Logistic Regression for 

Detecting Multiple-SNP 

Association in GWAS 

Databases 

Detection the 

association of 

multi-SNP on 

GWAS 

database 

Elastic net 

regression 

Method that is 

applicable to GWAS 

datasets and enables to 

perform data analysis 

that preserves privacy 

and utility 

 

(Burnard et 

al., 2022) 

Capturing SNP 

Association across the 

NK Receptor and HLA 

Gene Regions in 

Multiple Sclerosis by 

Targeted Penalized 

Regression Models 

SNP 

association 

across the NK 

receptor and 

HLA gene 

regions in 

multiple 

sclerosis 

 

Penalized 

regression 

 

Alternate approach to 

analyzing GWAS data 

(Xiao et al., 

2019) 

Comparison and 

development of 

machine learning tools 

in the prediction of 

chronic kidney disease 

progression 

Machine 

learning tools 

in predicting 

CKD progress 

logistic 

regression, 

elastic net, 

lasso, ridge, 

svm, random 

forest, 

XGBoost, 

neural 

network, k-

nearest 

neighbor 

The model with the 

highest sensitivity was 

Elastic Net (0.85), 

while XGBoost 

showed the highest 

specificity (0.83). In 

the effect size 

analyses, we identified 

that ALB, Scr, TG, 

LDL and EGFR had 

important impacts on 
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the predictability of 

the models 

 

(Ing et al., 

2017) 

A novel machine 

learning approach 

reveals latent vascular 

phenotypes predictive 

of renal cancer outcome 

Vascular latent 

phenotype in 

prediction of 

kidney cancer 

outcome 

 

SVM, RF, 

GLMNET 

Identified a 14 gene 

expression signature 

related to the 9VF’s 

 

(Dessie et 

al., 2021) 

A novel miRNA‑based 

classification model of 

risks and stages for clear 

cell renal cell carcinoma 

patients 

miRNA 

classification 

about risks 

and levels for 

clear cell renal 

cell carcinoma 

patients 

Lasso, 

elastic net, 

logistic 

regression, 

rf, svm, 

averaging 

neural 

network, 

NB, k-NN 

 

Identified a four-

miRNA signature 

associated with 

survival, developed a 

combined ML 

algorithms to identify 

six miRNA signatures 

for cancer staging 

prediction 

(Hayes et 

al., 2021) 

Prediction of individuals 

at high risk of chronic 

kidney disease during 

treatment with lithium 

for bipolar disorder 

Predicting of 

CKD patients 

who use 

lithium for 

bipolar 

disorder 

treatment 

Elastic Net A model to predict, at 

lithium initiation, 

individuals at high 

risk for poor renal 

function trajectory 

using serial eGFR 

measurement 

 

(Ebiaredoh-

Mienye et 

al., 2022) 

A Machine Learning 

Method with Filter-

Based Feature Selection 

for Improved Prediction 

of Chronic Kidney 

Disease 

Feature 

selection with 

filter-based to 

predict CKD 

AdaBoost Proposed approach 

with AdaBoost 

classifier based to 

detect CKD with 

99.8% of accuracy, 

100% of sensitivity, 

and 99.8% of 

specificity 

 

(Senan et 

al., 2021) 

Diagnosis of Chronic 

Kidney Disease Using 

Effective Classification 

Algorithms and 

Recursive Feature 

Elimination Techniques 

 

Diagnose 

system to 

detect CKD 

RFE, SVM, k-

NN, decision 

tree, RF 

 

RF algorithm 

achieved 100% of 

accuracy, precision, 

recall, and F1-score 

 

(N et al., 

2019) 

An ensemble multi-

model technique for 

predicting chronic 

kidney disease 

An ensemble 

multi-model 

technique to 

predict CKD 

 

SVM, 

Decision tree, 

C4.5, PSO-

MLP 

ABC4.5 model to 

detect CKD 

(Dritsas & 

Trigka, 

2022) 

Machine Learning 

Techniques for Chronic 

Kidney Disease Risk 

Prediction 

Machine 

learning 

techniques to 

predict CKD 

risk 

K-NN, SVM, 

LR, SGD, 

ANN 

Tools for predicting 

CKD occurrence 

called Rotation Forest 

(RotF), with AUC 

100%, Precision, 

Recall, F-Measure, 

and accuracy reached 

99,2% 
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(Akben, 

2018) 

Early Stage Chronic 

Kidney Disease 

Diagnosis by Applying 

Data Mining Methods to 

Urinalysis, Blood 

Analysis and Disease 

History 

 

Diagnosing 

early-stage 

CKD with 

attention to 

urinalysis, 

blood counts, 

and history 

k-means 

clustering, k-

NN, SVM, 

naïve bayes 

A new automatic 

early-stage CKD 

diagnosis method 

(da Silveira 

et al., 2022) 

Exploring Early 

Prediction of Chronic 

Kidney Disease Using 

Machine Learning 

Algorithms for Small 

and Imbalanced 

Datasets 

Early 

prediction of 

CKD with 

small and 

imbalanced 

dataset 

DT, RF, 

AdaBoost, k-

NN 

DT model presented 

the highest accuracy 

score = 98.99%, with 

purpose to assist the 

early prediction of 

CKD that related to 

imbalanced and 

limited-size datasets 

 

(Kao et al., 

2022) 

Associations between 

Sex and Risk Factors for 

Predicting Chronic 

Kidney Disease 

Gender 

relationship 

with risk 

factors 

predicting 

CKD 

SVM, LDA, 

LR, C4.5 DT, 

CART, RF, 

C5.0 DT 

A prediction model to 

support diagnosis and 

treatment for early 

stage of CKD. The 

model achieving 

acceptable prediction 

accuracy 

 

(Lee et al., 

2022) 

Development and 

Validation of an Insulin 

Resistance Model for a 

Population with Chronic 

Kidney Disease Using a 

Machine Learning 

Approach 

Insulin 

resistance 

CKD model 

RF, XGBoost, 

logistic 

regression, 

DNN 

In the validation 

group, RF had a 

higher accuracy 

(0.77), specificity 

(0.81), PPV (0.77), 

and NPV (0.77). In 

the test group, 

XGboost had a higher 

AUC of ROC (0.78). 

In addition,XGBoost 

also had a higher 

accuracy (0.7) and 

NPV (0.71). RF had a 

higher accuracy (0.7), 

specificity (0.78), and 

PPV (0.7). RF 

algorithm had the best 

AUC of ROC and the 

best SHAP value 

differentiation 
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From the reviews conducted, it can be concluded that classification is the most widely used machine 

learning approach in precision medicine research, such as random forest algorithms and support vector 

machines are two of the most commonly used algorithms for classification. In this systematic literature 

review, the researchers are offered helps in developing or expanding a model in medical field, especially 

in precision medicine, with using machine learning technique approach. Unfortunately, most of the 

reviewed articles in this research used supervised machine learning, so that it will need further related 

research using unsupervised machine learning to gain new and more information.  

Most of the articles that have been reviewed aim to develop or build a model with machine learning 

approach to predict a certain complex disease. To assure the success of the algorithm or machine learning 

approach model, several articles have implemented several measurements such as the level of accuracy, 

level of specifity, AUC, precision, F-measure, recall, and sensivity. Still, there has not been a clear protocol 

for emerging machine learning in healthcare (Sadat Mosavi and Filipe Santos, 2021). Besides that, ethical 

consideration will arise from the emerging, complex and cross-diciplinary technology that can affect many 

aspects of healthcare. These ethical considerations can be solved by promoting benefit and clarifiying the 

value of ML (Frank, Matthew G. annis, Watkins, 2019). 

 

5. Conclusion 
This study reviews research articles that discuss about machine learning approaches for precision medicine 

with the aim of discovering the journal publisher, search keywords, machine learning algorithms and types 

that are widely used in research related to machine learning approaches for precision medicine to journals 

that have been published between 2013 – 2022.  

Based on the results of this review conducted using systematic literature review method, it is known 

that the most widely used machine learning algorithm is random forest, followed by support vector 

machine, decision tree, k-nearest neighbor, elastic net, and artificial neural network. Meanwhile machine 

learning, chronic kidney disease, SNP, and prediction are the most used search keywords to find articles 

related to machine learning approaches for precision medicine. 
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