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Abstract. Intrusion Detection System is applied in the network to monitor the 

network activity and detect the intruder to protect the user data. Various existing 

models have been applied in the intrusion detection system and have the limitations 

of high False Alarm Rate (FAR), overfitting problem and data imbalance problem. 

In this research, Dirichlet Feature Embedding based Adaptive Long Short Term 

Memory (DFE-LSTM) model is proposed to improve the efficiency of the intrusion 

detection. The Dirichlet Feature Embedding (DFE) method is applied to effectively 

represent the feature to analysis the multi-variate of the input data. The enhanced 

Adaptive Long Short Term Memory (ALSTM) model is applied to select the 

optimal parameter for the LSTM model to improve the learning rate. The proposed 

DFE-ALSTM model is compared to three datasets such as UNSW-NB15, NSL-

KDD and Kyoto 2006+ for evaluate the efficiency. The proposed DFE-ALSTM 

model has the accuracy of 94.32 % and existing NB-SVM has 93.75 % accuracy in 

intrusion detection on UNSW-NB15 dataset. 
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1. Introduction 

Recently, security in computer network is main concern due to development of 

internet services and technologies at a rapid pace (Rahman et al., 2020). Various 

possibilities are provided by computer technology developments including control 

systems and remotely manage ability, a multitude of information of online sources is 

opening up a gateway. Intrusion Detection System (IDS) is a tool to identify the 

intruder in the network and block them to increases the security of the network. IDS 

monitor single system or computer network to monitor the intruder and increase the 

security in the system. Development in network technologies and internet led to 

considerable increases in intrusion and attacks. Attacks detection and prevention is 

an important part of security that helps to protect user information in the network. In 

computer networks, Intrusion detection system is important way to distinguish the 

attacks and prevent attacks Manzoor et al., 2017). This is important to obtain a 

realistic performance evaluation prior to deploy IDS. Common problems face by 

research community in IDS are systematic metric to measure performance of IDS and 

realistic dataset for evaluation (Haider et al., 2017). An IDS is first line of defense in 

a computer network and both IDS operate using two techniques namely signature 

based recognition and anomaly based detection. Traditional IDSs have limitations of 

reduced efficiency in detecting new form of attacks and a high false alarm rate in the 

detection (Kasongo et al., 2020).  

Machine learning techniques were commonly applied in IDS due to efficiency in 

pattern analysis. Some of commonly applied machine learning techniques such as 

Artificial Neural Networks (ANNs), Decision Tree, Support Vector Machine (SVM), 

and K-Nearest Neighbor (KNN) (Lv et al., 2020). Comparison to traditional machine 

learning algorithm, Deep learning based algorithm were applied in IDS to deal with 

large datasets and effectively handles the features. Some features are relevant and 

applied to solve a specific classification problem, others are redundant and not 

required (Almiani et al., 2020). Feature Extraction has gained a great deal of 

momentum in Deep learning and machine learning research. Feature extraction is the 

process of extracting or combining inputs to increases particular classifier 

performance (Alazzam et al., 2020). Existing IDS has the limitations of less 

efficiency, more false alarm rate and overfitting problem in the deep learning methods 

(Jin et al., 2020; Eskandari et al., 2020). The DFE-ALSTM method is applied to 

increases the efficiency of intrusion detection in network. The DFE-ALSTM model 

objectives and contribution are discussed as below. 

1. The DFE is applied to analysis the multi-variate of data to effective represent 

the network data that increases detection accuracy and reduce the FAR. The 

DFE method has the capacity to analysis the multi-variate of data and existing 

Naïve Bayes method has capacity to analysis the uni-variate of data. 
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2. The LSTM model is used in this method as classifier and these store relevant 

features for long term in the network. The LSTM model also has the capacity 

to analysis the input data in the backward manner. 

3. The enhanced Average Stochastic Gradient Descent (ASGD) is used to 

estimate optimal parameter settings for LSTM model. The enhanced ASGD 

method improves model learning rate and also helps to increases detection 

performance. 

4. Three datasets such as UNSW-NB15, NSL-KDD and Kyoto 2006+ were 

applied to evaluate the model performance. The proposed DFE-ALSTM 

model is compared with existing Naïve Bayes-SVM model to evaluate the 

efficiency. 

This paper is formulated as literature survey of recent methods in intrusion 

detection system is discussed in section 2, the explanation of proposed DFE-ALSTM 

model is given in section 3, the results of the intrusion detection model is given in 

section 4, and conclusion is given in section 5. 

2. Literature Survey 

Intrusion Detection System examines the features of the network such as network 

traffic, data rate etc., to identify the attacker in the network. Recent methodologies in 

the intrusion detection system were reviewed in this section for better understanding 

of the existing models. 

Guo, et al. (2016) applied hybrid technique to reduce false alarm rate and improve 

detection rate of misuse and anomaly detection component. The low computing 

complexity of anomaly detection is developed and k-Nearest Neighbor (kNN) 

algorithm for misuse detection model. The misuse detection method coordinates with 

intrusion detection method to improve learning performance and reduce false alarm 

rate. The Kyoto University benchmark dataset and KDD’99 datasets are applied to 

examine hybrid model with a low positive rate. The hybrid method has lower 

efficiency in handling large dataset and irrelevant features selected by the model 

affects the efficiency. 

Wang, et al. (2017) proposed Support Vector Machine (SVM) with augmented 

features to increases intrusion detection efficiency. The density ratios of logarithm 

marginal are applied to transform the new and better-quality features to increases the 

intrusion detection method. Two models are developed named as LMDRT-SVM and 

LMDRT-SVM2 models are developed for intrusion detection system. Intrusion 

detection performance is evaluated using NSL-KDD dataset in intrusion detection. 

The SVM model with transformed features has the higher performance in NSL-KDD 

dataset. The LMDRT-SVM model has the higher performance in binary classification 

and multi-class classification performance is needed to be carried out to evaluate its 

efficiency. 
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Ahsan, et al. (2019) proposed Kernel Density Estimation (KDE) and fast 

Minimum Covariance Determinant (MCD) for the multivariate control chart to 

increases outlier detection and reduce the false alarm rate. The Fast-MCD method 

improves the capacity of the control chart model to quickly and accurately detect the 

outliers. The developed KDE-CL method in intrusion detection performance is 

evaluated in three datasets such as UNSW-NB 15, NSL-KDD, and KDD’99 datasets. 

The developed model has higher performance in three datasets and also has higher 

efficiency than existing model. The developed model eliminates the relevant features 

in the classification that degrades model efficiency. 

Zhang, et al. (2019) proposed unified model based on LSTM-CNN to improve 

the performance of intrusion detection system. The features of spatial temporal were 

applied for the classification in the intrusion system. The benchmark dataset of 

UNSW-NB15 was applied to evaluate model efficiency. The model effectively 

analysis the features and improve the efficiency of intrusion detection. The CNN 

model is compared with LSTM-CNN and analysis shows that developed MSCNN-

LSTM model has higher performance. The model effectively handles imbalance 

dataset and improves the performance. The model creates the overfitting in the 

classification and overfitting problem is needed to be solved for effective 

performance. 

Gu, et al. (2020) applied Naive Bayes feature embedding technique and SVM 

model is applied to improve efficiency of model. Original data is applied with Naïve 

Bayes feature embedding and transform into high quality data. Transformed features 

are applied in SVM classifier in the model. The NSL-KDD, CICIDS2017, and 

UNSW-NB15 benchmark datasets were applied in model for evaluation. The SVM 

with Naïve Bayes model has the higher efficiency in terms of false alarm rate, 

accuracy and detection rate. The relevant features are eliminated in the analysis that 

affects the performance of the SVM with Naïve Bayes model in the intrusion 

detection. 

3. Method 

Intrusion Detection System is required in the network to detect the intruder in the 

network and protect the user data. Various existing models have been applied for 

intrusion detection system and existing models have limitations of data imbalance, 

overfitting, and higher FAR. The DFE-ALSTM model is proposed to increases the 

detection performance in intrusion detection system. The DFE method is applied to 

analysis the multi-variate of input data and provides effective representation of input 

data. The enhanced ASGD method is applied in LSTM to optimal parameter to 

improve the learning rate and detection performance. The LSTM model is applied as 

classifier based on the DFE method to evaluate detection performance in intrusion 

detection system. The DFE-ALSTM model flow diagram is shown in the Figure 1. 
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Fig. 1: The flow diagram of DFE-ALSTM. 

3.1. Dirichlet feature embedding 

Scalar data is used as feature embedding technique and applied Dirichlet feature 

embedding to compute the data. For classification in univariate problem, density ratio 

of marginal is considered as power classifier. The original classification problem of 

decision boundary x is find using a threshold in 
𝑓(𝑥)

𝑔(𝑥)
. Naïve Bayes independence 

assumption, generalization is applied to convert univariate to multivariate. The 

density ration of corresponding marginal of each feature is transformed independently 

and newly obtained features are trained together for classifier. 

This process is not suitable for compositional data and this is applied to deal with 

scaler features. Multiple components of compositional feature and each composition 

carry relative information and has no real meaning. The algorithm for the Dirichlet 

Feature embedding is shown below. 
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Algorithm: Dirichlet Feature Embedding 

Input: 𝑆 = (𝑋𝑛×𝑝, 𝑌) with 𝑛 samples; 𝑝 compositional data feature and class label 

𝑌 ∈ {0,1} 

Output: 𝑆2
𝑛𝑒𝑤 = (𝑋2′, 𝑌2) 

1. Randomly split 𝑆 into two mutually exclusive subsets with equal size and 

same class distribution: 𝑆1(𝑋𝑛

2

1, 𝑌1), 𝑆2 = (𝑋𝑛

2

2, 𝑌2) 

2. Split 𝑋1 into 𝑋1+ and 𝑋1− according to 𝑌1 

3. For 𝑗 = 1,2,… , 𝑝 do 

a. Estimate class conditional Dirichlet densities 𝑓𝑗(𝑥𝑗) and 𝑔𝑗(𝑥𝑗) 

using MLE on 𝑥𝑗
1+ and 𝑥𝑗

1−, respectively 

4. End for 

5. For 𝑗 = 1,2,… , 𝑝 do 

a. Feature transformation on 𝑋𝑗
2 in 𝑆2 using log 𝑓𝑗(𝑥𝑗

2) −

𝑙𝑜𝑔𝑔𝑗(𝑥𝑗
2) and denote the new feature by 𝑥𝑗

2′ 

6. End for 

7. Merge 𝑥1
2′, … , 𝑥𝑝

2′, 𝑌2 by column to obtain the transformed data 

 

3.2. Long short term memory 

Network intrusion of one-step ahead prediction requires latest and historical data. 

LSTM hidden layer has self-feedback technique and this has handles dependence 

problem in long term (Sherstinsky 2020). Three gates in LSTM handles storing of 

information in LSTM memory cell (Chimmula et al., 2020; Kim et al., 2019). The 

LSTM unit structure is shown in Figure 2.  
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Fig. 2: The LSTM unit structure 

The input data is 𝑥𝑡  at time 𝑡 , previous moment LSTM cell output is ℎ𝑡−1 , 

memory cell value is 𝑐𝑡, , and the output LSTM cell is ℎ𝑡. The LSTM calculation 

process is divided into steps as: 

The LSTM output unit ℎ𝑡 is calculated, as in equation (1) 

ℎ𝑡 = 𝑜𝑡 ∗ tanh(𝑐𝑡)    (1) 

Calculate output gate 𝑜𝑡, output gate bias is 𝑏0, output gate weight matrix is 𝑊0, 

state value of memory cell is control by output gate, as in equation (2). 

𝑜𝑡 = 𝜎(𝑊0. [ℎ𝑡−1, 𝑥𝑡] + 𝑏0)   (2) 

Calculate the Memory cell 𝑐𝑡 of current moment value, and state value of last LSTM 

unit is 𝑐𝑡−1, as in equation (3). 

𝑐𝑡 = 𝑓𝑡 × 𝑐𝑡−1 + 𝑖𝑡 ∗ 𝑐�̃�    (3) 

Forget gate 𝑓𝑡 value is measured, forget gate bias is 𝑏𝑓, forget gate weight matrix 

is 𝑊𝑓, forget gate controls state value memory cell of historical data, as in equation 

(4). 

𝑓𝑡 = 𝜎(𝑊𝑖 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓)   (4) 

Input gate 𝑖𝑡 is calculated, input gate bias is 𝑏𝑖, input gate weight matrix is 𝑊𝑖, 

sigmoid function is 𝜎 , as in equation (5). The input gate handles state value of 

memory cell in current input data. 

𝑖𝑡 = 𝜎(𝑊𝑖 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖)    (5) 
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Candidate memory cell 𝑐�̃�  is calculated, candidate memory cell bias is 𝑏𝑐 , 

candidate memory cell weight matrix is 𝑊𝑐, as in equation (6). 

𝑐�̃� = tanh(𝑊𝑐 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑐)   (6) 

LSTM handles sequence of data based on memory cell and control gate to decide 

for read, update and reset timestamp information. LSTM internal parameters output 

dimensions are controlled by weight matrix dimensions and sharing parameters. 

3.3. Parameter estimation – optimization 

Deep learning models training using Stochastic Gradient Descent across various 

modalities including reinforcement learning, natural language processing, and 

computer vision (Merity et al., 2017). Non-convex optimization problems are applied 

to train deep networks, as in equation (7). 

min
𝑤

1

𝑁
∑ 𝑓𝑖(𝑤)
𝑁
𝑖=1     (7) 

Where expectation is taken over the data, network weights is denoted as 𝑤, ith 

data point of loss function is 𝑓𝑖. SGD iteratively takes form steps and learning rates 

sequence is denoted as 𝛾𝑘, as in equation (8). 

𝑤𝑘+1 = 𝑤𝑘 − 𝛾𝑘∇̂𝑓(𝑤𝑘)    (8) 

Where stochastic gradient is denoted ∇̂  and iteration number is denoted in 

subscript. Mini-batch of data points are computed using SGD. SGD method perform 

well in practice and provide several properties such as better generalization 

performance, saddle point avoidance, and linear convergence. Tradition SGD without 

momentum in neural language modeling of specific task outperforms other 

algorithms such as RMSProp, Adagrad, Adam, and SGD in margin of statistical 

significance. The Averaged SGD (ASGD) further improves training process and 

ASGD method provides surprising results in asymptotic second-order convergence. 

ASGD consider identical in equation (1) instead of last iterate as solution, returns 
1

𝐾−𝑇+1
∑ 𝑤𝑖

𝐾
𝑖=𝑇 , where user-specified averaging trigger is 𝑇 < 𝐾, total number of 

iterations is 𝐾. The algorithm for enhanced ASGD is shown below. 

 

Algorithm: Enhanced ASGD 

Inputs: Initial point 𝑤0, learning rate 𝛾, logging interval 𝐿, non-monotone interval 𝑛. 

1. Initialize 𝑘 ← 0, 𝑡 ← 0, 𝑇 ← 0, 𝑙𝑜𝑔𝑠 ← [] 
2. While stopping criterion not met do 

3.   Compute stochastic gradient ∇̂𝑓(𝑤𝑘) and take SGD 

4.   If 𝑚𝑜𝑑(𝑘, 𝐿) = 0 and 𝑇 = 0 then 

5.    Compute Validation perplexity 𝑣 

6.    If 𝑡 > 𝑛 and 𝑣 > min
𝑙∈{𝑡−𝑛,…,𝑡}

𝑙𝑜𝑔𝑠[1] then 

7.     Set 𝑇 ← 𝑘 
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8.    End if 

9.    Append 𝑣 to logs 

10.    𝑡 ← 𝑡 + 1 

11.   End if 

12. End while 

13. Return 
∑ 𝑤𝑖𝑖=𝑇

𝑘−𝑇+1
 

4. Results 

Intrusion Detection System is required in the network to monitor the network and 

identify the intruder in the network to protect the user data. Various deep learning 

and machine learning based models were applied in intrusion detection system for 

effective detection of the model. Existing intrusion detection techniques have the 

limitation of data imbalance problem, higher FAR, and overfitting. The DFE-ALSTM 

model is proposed in intrusion detection system to enhance efficiency.  

Datasets: The UNSW-NB15, NSL-KDD and Kyoto 2006+ datasets were applied 

to examine the DFE-ALSTM model efficiency. The three datasets details were given 

in the Table 1. 

Table 1: Data instances on three datasets. 
 Number of Instances 

Datasets Normal Attacks 

UNSW-NB15 dataset 56,000 119,341 

NSL-KDD 67343 58630 

Kyoto 2006+ 113120 118191 

 

Metrics: The three metrics are need to be measured such as False Alarm Rate 

(FAR), Detection Rate (DR), and Accuracy, from the DFE-ALSTM model. The 

equations of FAR, DR, and Accuracy are given in Equation below. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
     (9) 

𝐷𝑅 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
      (10) 

𝐹𝐴𝑅 =
𝐹𝑃

𝐹𝑃+𝑇𝑁
      (11) 

System Configuration: The DFE-ALSTM model is executed in system of 22 

GB Graphics card, 128 GB of RAM, Intel i9 processor, and 1 TB hard disk. The DFE-

ALSTM model is implemented using the Python 3.7 tool. 

Parameter Settings: The number of iteration is set as 100 and number of epoch 

is set as 50 in the DFE-ALSTM model. The learning rate of DFE-ALSTM model is 

set as 0.001 and decay rate is set as 0.0001. 
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Table 2: The performance analysis on UNSW-NB15 dataset. 

Methods Accuracy (%) DR (%) FAR (%) 

LMDRT - SVM [12] 93.3 94.98 8.55 

LMDRT - SVM2 [12] 92.85 95.96 10.58 

KDE - CL [13] 91.01 99.69 27.48 

MSCNN [14] 91.4 92.3 15.5 

EnSVM [15] 91.19 96 14.13 

DT - EnSVM [15] 93.35 93.65 6.99 

DT - EnSVM2 [15] 93.25 93.56 7.1 

NB - SVM [15] 93.75 94.73 7.33 

NB - SVM2 [15] 93.35 95.27 8.78 

DFE - ALSTM 94.32 97.23 6.64 

 

Table 2 evaluate existing and DFE-ALSTM model on UNSW-NB15 dataset and 

compared. The DFE-ALSTM model has the higher performance in terms of accuracy, 

DR and FAR compared to existing model in the intrusion detection. The proposed 

DFE-ALSTM model has the advantage of effectively represent the network data 

based on the Dirichlet Feature Embedding. The LSTM in the proposed model 

effectively analysis the input data, relevant features are store in long term and also 

analyze in the backward manner. The LSTM model has the effective performance in 

large datasets of the intrusion detection and existing SVM has lower efficiency. The 

enhanced ASGD selects optimal parameter for LSTM to increase the learning rate. 

The existing NB - SVM2 model has the second higher performance in the intrusion 

detection due to its effective data representation based on Naïve Bayes. The proposed 

DFE – ALSTM model has the effectively represent the multi-variate data and existing 

Naïve Bayes has lower efficiency in representing the multi-variate data. The proposed 

DFE – ALSTM model has the higher DR of 97.23 % and existing NB-SVM2 has 

95.27 % in the intrusion detection. 
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Fig. 3: Accuracy of the proposed and existing models in on dataset of UNSW-NB15.  

The accuracy of the DFE – ALSTM and existing models on dataset of UNSW-

NB15 is shown in Figure 3. The DFE – ALSTM has the higher accuracy compared 

to existing intrusion detection model compared. The Dirichlet Feature Embedding 

method in the proposed DFE – ALSTM model has the effective representation of 

multi-variate of the input data. The enhanced ASGD method and Dirichlet Feature 

Embedding method improves the accuracy of the model. The proposed DFE – 

ALSTM model has the 94.32 % and existing NB-SVM has 93.75 % accuracy in 

intrusion detection. 

Table 3: Performance analysis on NSL-KDD dataset. 

Methods Accuracy (%) DR (%) FAR (%) 

LMDRT - SVM2 [12] 99.28 99.16 0.61 

LMDRT - SVM [12] 99.31 99.2 0.6 

DT - EnSVM2 [15] 99.41 99.09 0.31 

NB - SVM2 [15] 99.36 99.25 0.54 

NB - SVM [15] 99.35 99.24 0.56 

DT - EnSVM [15] 99.36 99.07 0.38 

EnSVM [15] 97.88 96.93 1.29 

DFE - ALSTM 99.52 99.31 0.3 

 

The proposed DFE-ALSTM model is evaluated on dataset of NSL-KDD and 

compared with existing models in the intrusion detection, as show in Table 3. The 

DFE-ALSTM has the higher performance compared to other models in the NSL-
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KDD dataset in terms of FAR, DR and accuracy. The proposed DFE-ALSTM model 

has the advantages of effective feature representation using Dirichlet Feature 

Embedding method. The proposed DFE-ALSTM model has the advantage of optimal 

parameter settings based on the enhanced ASGD method. The proposed DFE-

ALSTM model has the higher DR of 99.31 % and existing NB-SVM model has 99.24 % 

DR. 

 

 

Figure 4: Accuracy of the proposed DFE-ALSTM and existing models in intrusion detection 

on NSL-KDD dataset. 

The DFE-ALSTM model accuracy is compared with existing technique on 

dataset of NSL-KDD, as shown in Figure 4. The DFE-ALSTM method has advantage 

of effective feature representation and optimal parameter settings for the LSTM. The 

proposed DFE-ALSTM model has the accuracy of 99.52 % and existing NB-SVM 

model has 99.35 % accuracy. 

Table 4: Performance analysis on Kyoto 2006+ dataset. 

Methods Accuracy (%) DR (%) FAR (%) 

LMDRT - SVM [12] 98.33 99.85 3.25 

LMDRT - SVM2 [12] 98.47 99.85 2.96 

EnSVM [15] 97.83 99.54 3.96 

DT - EnSVM [15] 98.34 99.82 3.21 

DT - EnSVM2 [15] 98.48 99.81 2.92 

Single - SVM [15] 97.51 99.6 4.67 

NB - SVM [15] 98.58 99.73 2.62 

NB - SVM2 [15] 98.55 99.84 2.79 

DFE - ALSTM 98.76 99.87 2.6 
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The performance of the proposed DFE-ALSTM model is evaluated and 

compared with existing models, as shown in Table 4. The DFE-ALSTM has the 

advantage of effective feature representation using Dirichlet Feature Embedding. The 

enhanced ASGD method in the proposed DFE-ALSTM model provides the optimal 

parameter settings for the LSTM. The proposed DFE-ALSTM model has the 

accuracy of 98.76 % and existing NB-SVM model has 99.58 % accuracy. 

 

 

Fig. 5: Accuracy of the proposed DFE-ALSTM model and existing model in intrusion 

detection on Kyoto 2006+ dataset. 

The accuracy of the proposed DFE-ALSTM model is evaluated and compared 

with existing models in Figure 5. The DFE-ALSTM model has the advantage of 

optimal parameter settings based on the enhanced ASGD method. The proposed 

DFE-ALSTM model has the effective feature representation based on the Dirichlet 

Feature Embedding. The proposed DFE-ALSTM model has the accuracy of 98.76 % 

and existing NB-SVM model has 98.58 % on Kyoto 2006+ dataset. 

5. Conclusion 

Intrusion Detection System is required in network to monitor the network and detect 

the intruder in the network to protect the user data. Data imbalance, overfitting, and 

high FAR are major limitations in existing methods. The DFE-ALSTM model is 

applied to increases efficiency of intrusion detection system. The DFE method 

provides the effective representation of the multi-variate of intrusion data to increases 

the performance. The ALSTM model is based on the enhanced ASGD method for 

optimal selection of the parameters for the model. The three datasets such as UNSW-

NB15, NSL-KDD and Kyoto 2006+ were applied to examine the efficiency of DFE-
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ALSTM model. The future direction of this model involves in applying the feature 

selection model to increases model detection efficiency. 
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