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Abstract. Electronic commerce (henceforth referred to as e-commerce) has 

attracted many people to buy things online because of its convenience. With Covid-

19 pandemic, the popularity of e-commerce increases as many people are working 

from home. Ability to understand customers' surfing and buying behavior on the e-

commerce platform provides competitive advantage to e-commerce companies by 

being able to devise specific marketing plans to increase their market coverage and 

subsequently revenues from online sales of products. This paper discusses how the 

results derived from both, the exploratory data analysis (EDA) and association rule 

mining (ARM) can assist e-commerce companies to design specific marketing 

plans. The methodology consists of data understanding, data pre-processing, EDA, 

ARM, and analysis of results. A public dataset that is made available in the year 

2020 consisting of clickstream data that are collected in 2018 from a popular 

fashion e-commerce website is used as a case study to prove the viability of the 

methodology in deriving results that can be used to design specific marketing plans. 

This study proves that it is possible to use clickstream data consisting of customers’ 

surfing and buying behavior and apply the methodology to derive analysis and 

devise better marketing plans. 
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1. Introduction 

E-commerce is defined by buying and selling of products on an online platform. The 

main goal of e-commerce companies is to reach as many customers as possible at the 

right time to increase the company's sales and profitability. Some of the activities that 

are performed on the platform include buying and selling goods over the Internet. 

Statistics have revealed that sales volume is predicted to be USD$ 6542 billion by the 

year 2023 (Coppola, 2021). Furthermore, the Covid-19 crisis has caused people in 

many countries to significantly limit physical interactions. This explains why during 

the Covid-19 crisis, the digital economy is booming. As people embraced social 

distance, they have turned to online shopping more than ever. 

For e-commerce companies to reach out to many customers, marketing plans 

must be devised to popularize the e-commerce platforms. One way to devise the so-

called appropriate and “right” plans is by understanding how the customers interact 

in e-commerce platforms. Their interactions in e-commerce platforms subsequently 

left footprints and their footprints are logged by the e-commerce servers as 

clickstream data. 

The term clickstream refers to the interactions consisting of pages being surfed 

or clicked by a user in e-commerce platform. Clickstream data also shows the pages 

visited by the users, the length of time that they have stayed in the e-commerce 

platform, the order in which the pages are viewed, and the time stamps when they 

have visited and left the page. This makes clickstream data, a rich data on customers 

that can be mined to understand customers’ buying behavior. However, the e-

commerce servers usually log the clickstream data in a raw format that cannot be 

directly understood or passed to any data mining algorithms for analysis. There is a 

need to pre-process the clickstream data so that it can be easily interpreted or passed 

to any data mining algorithms for analysis. 

Exploratory data analysis (EDA) can be used to derive analysis from pre-

processed data but depending entirely on the results from EDA to devise specific 

marketing plans is insufficient as EDA cannot derive complex patterns from 

clickstream data. The use of data mining algorithm such as association rules 

algorithms to derive more complex analysis from the underlying clickstream data is 

essential to compliment EDA in deriving associative patterns in the pre-processed 

data.  

The insights from EDA and association rule mining (ARM), can be used by e-

commerce companies to understand customers’ surfing and buying habits, improve 

their e-commerce websites, and discover market trends. E-commerce companies can 

adapt their marketing plans to their customers' needs, develop new products that meet 

customers’ needs, and provide superior customer service while at the same time 

increase conversion rate which means increase the probability of buying goods from 

e-commerce platforms.  
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This paper consists of following sections. Section 2 describes the literature 

review. Section 3 describes the methodology; Section 4 describes the results and 

analysis. Section 5 describes the conclusion. The list of references is available in the 

reference section. 

2. Literature Review 

The following describes the related work in predictive analytics and ARM. Many 

recent studies of clickstream analysis have focused on predicting customer behaviour 

by applying and comparing the performance of predictive machine learning 

algorithms. 

The authors (Gumber et al., 2021) have proposed the XGBoost classifier on an 

online dataset from Kaggle to understand customers’ surfing patterns. The result 

reveals an accuracy of 85.9% with a precision of 80.69% and a recall of 91.04%.  

The authors (Naser et al., 2021) have proposed a framework for mining the 

weighted clickstream pattern named Weighted Pre-order Linked Web Access Pattern 

(WPLWAP) Tree with Maximum Possible Weighted Support (MaxPWS), a pruning 

technique for finding frequent patterns from weighted clickstream databases for the 

first time. They also compare the performance of WPLWAP to Weighted Sequential 

Pattern Mining (WSpan) and Weighted Frequent Sequential Pattern Mining 

(WFSPM). Experimental results show that WPLWAP is superior to WSpan and 

WFSPM in terms of required runtime and memory with larger datasets and lower 

thresholds. 

The authors (Requena et al., 2020) have conducted two types of studies: 

classification of arbitrarily long click sequences and the early prediction of limited-

length sequences by comparing two radically different strategies involving two 

alternative algorithmic approaches, using classification algorithms on a set of 

predefined hand-crafted features, and learning the features via deep learning (DL). 

The results show that they can produce fast and accurate classifications, highlighting 

that purchase prediction is reliable even for extremely short observation windows. 

The authors (Vijayarani et al., 2022) have proposed and compared Scan-Reduced 

Indexing and Matrix algorithm to populate frequent itemsets from streaming data. 

The result shows that Scan-Reduced Indexing performs better in generating frequent 

itemsets.  

The authors (Luna et al., 2008) have investigated the relation between support, 

confidence and lift for association rules that are generated from 30 datasets. This 

study can assist researchers in identifying the right measures to be used when 

interpreting the association rules.  

The authors (Dogan et al., 2022) have implemented Fuzzy Association Rule 

Mining (FARM) on a sales dataset belonging to a B2C company where association 
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rules are derived to include sales amount as opposed to traditional ARM that only 

display occurrence as itemsets.  

The authors (Orogun & Onyekwelu, 2019) have applied data pre-processing to 

select important attributes in the dataset before applying association rules algorithm. 

The dataset is sourced from UCI Machine Learning repository consisting of e-

commerce transactions between 1/12/2010 and 9/12/2011.  

In work by Sudirman et al. (2021), the authors have applied association rules to 

understand customers’ shopping behaviour in a supermarket that have few branches 

in Bandung, Indonesia across three different time spans within a month. 

Based on the description of the above literatures, most of the work focuses on 

predictive analytics (Gumber et al., (2021), Naser et al., (2021) and Requena et al., 

(2020)). The remaining work as described in Vijayarani et al. (2022), Luna et al. 

(2008), Dogan et al., (2022) and Orogun & Onyekwelu (2019) focus on ARM but the 

results from work by Vijayarani et al. (2022) and Luna et al. (2008) are not based on 

clickstream dataset that we intend to use in this paper. In fact, work by Vijayarani et 

al. (2022) is using Connect dataset from UCI Machine Learning repository while 

work by Luna et al. (2008) is using 30 datasets from Keel-dataset repository. The 

work by Dogan et al. (2022) and Sudirman et al. (2021) are not replicable due to the 

use of proprietary dataset. For work by Orogun & Onyekwelu (2019), the authors use 

e-commerce dataset between year 2010 to year 2011.  

Overall, the dataset used in the work by Requena et al. (2020) is chosen to be 

used because it is a recent, real-life dataset that is publicly available in year 2020. 

Furthermore, the published work in clickstream analysis is either using older datasets, 

proprietary datasets, or synthetically generated datasets. The reason as to why older 

datasets are not used for clickstream analysis in this paper is because they do not 

reflect recent or near-recent customers’ behaviours in e-commerce platforms. For 

work published using proprietary dataset, it is not possible to replicate its experiments 

due to non-disclosure of the content of the dataset. 

3. Research Methodology 

The project implementation is done by running a series of python codes in a Jupyter 

Notebook. This project follows the methodology as follows: Data Understanding, 

Data Pre-processing, Data Transformation, EDA, ARM and finally Analysis of 

Results. Figure 1 shows the graphical representation of the description as above.  
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Fig. 1: Methodology. 

3.1. Data understanding 

The dataset that is used in this paper consists of clickstream data that are collected in 

2018 from a popular fashion e-commerce website Requena et al. (2020). The dataset 

contains 5433611 individual events. The following describes the columns in the 

dataset. 

session_id_hash: is an identifier of the shopping session that is hashed into a long 

string. The duration of a session is 30 minutes, and it can contain more than one event. 

If the same user returns to the same website after 31 minutes from the last interaction, 

a new session identifier is assigned. A repetition of a unique identifier may occur 

because each row may have only one product_action. 

event_type: is an enumerated data consisting of pageview and event. This column 

describes the next column, product_action. For example, an “add” in product_action 

can happen on a page load (event_type: pageview) or a stand-alone event (event_type: 

event). 

product_action: is an enumerated data consisting of ‘detail’, ‘add’, ‘purchase’, 

‘remove’, and ‘click’. This column shows the user’s action in a session. If the field is 

null, the event is a simple page view without associated products. For example, the 

field is empty if the user is at homepage or at the FAQ page where there are no 

products involved. 

product_skus_hash: is the hashed identifier of the products, given that the 

product_action is a product related event, such as detail, add, purchase, and remove. 

If product_action is null, then product_skus_hash will be null too. 

server_timestamp_epoch_ms: is the epoch time, in milliseconds. The Unix epoch 

(or Unix time or POSIX time or Unix timestamp) is the number of seconds that have 

elapsed since January 1, 1970 (midnight UTC/GMT), not counting leap seconds. The 

epoch time for this data set has been shifted in time to further anonymize the data. 

hashed_url: is the url of the current web page that is hashed into a long string to 

further anonymize the data. 

3.2. Data pre-processing 
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After downloading the raw dataset, the dataset is read into the Jupyter Notebook. 

Then the column name session_id_hash is changed to session_id. This is because 

there is a need to refactor the session_id because the values are too long and hard to 

comprehend and visualize. The column is refactored to the respective unique integer 

starting from 0 up to 443,659 which means there are 443, 660 unique session_id. 

After that the missing values in column product_action is replaced by the 

character ‘V’. As mentioned in Section 3.1, if this field is empty, the event is a simple 

page view without associated products. For example, the field is empty if the user is 

at homepage or at the FAQ page where there are no products’ pages being surfed. 

Thus, the character ‘V’ is chosen to generalize the missing values in product_action. 

In the next step, the values in the product_action column are replaced with 

abbreviations to make them easier to handle. The values ‘detail’, ‘click’, ‘add’, 

‘purchase’, and ‘remove’ are replaced with D, C, A, P, and R accordingly.  

Then, the column name product_skus_hash is changed to product_id because of 

the same reason as the session_id_hash; the values are too long and not suitable for 

visualization. The values are refactored to the respective unique integer starting from 

-1 as a replacement for the missing values. This is because there is no product 

description page being viewed. Users at the e-commerce site are currently viewing 

pages that are not related to products in that session. 

After that, the column server_timestamp_epoch_ms is converted from 

milliseconds (Unix) to datetime format and put into a new column timestamp. From 

this timestamp, the month, day, and hour are extracted and put into their respective 

columns which are month_of_date, day_of_date, and hour_of_date. The original 

server_timestamp_epoch_ms column is then dropped completely. 

Finally, the columns day_of_date and hour_of_date are binned into a specific 

number of labels. The column day_of_date is binned into four weeks as labels (1, 2, 

3 and 4) to indicate four weeks in a month. The column hour_of_date is binned into 

five sessions as labels (0, 1, 2, 3 and 4) that follow (early morning, morning, afternoon, 

evening, and night) as sessions in a day. The need to do binning is to create various 

time frames to explore the popular surfing time of the users. Figure 2 shows the 

snapshot of the pre-processed data extracted from the outcome from running the 

Python notebook.  
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Fig. 2: Pre-processed dataset. 

 

3.3. Data transformation 

Before performing EDA, the pre-processed dataset must undergo several 

transformations. Examples include grouping the product_id by unique session_id to 

find the number of products’ pages visited for each unique session_id. Before 

implementing ARM, the dataset is transformed into lists by grouping the 

product_action by unique session_id. Then it is transformed again into a dataframe 

by using an encoding method so that it fits the parameter of the ARM algorithm. 

3.4. EDA 

EDA refers to the process of conducting an initial observation of data to discover 

patterns, detect anomalies, test hypotheses, and use summary statistics and graphs to 

test assumptions. It is always a good idea to first understand the data and then try to 

get as much insight as possible from it. The results are presented and explained in 

Section 4.1. 

3.5. ARM 

ARM (Agrawal et al., 1993) is commonly used to understand customers’ buying 

habits. By looking for correlations and associations between different items that 

customers place in their physical or virtual shopping carts, repeating patterns can be 

drawn. The purpose of applying this technique to the clickstream data is to observe 

the associations and correlations between the events that happen when the customers 

visit e-commerce platforms. 

An association rule is an expression of the form of a rule as in Equation (1) where: 

 

A B→                                                          (1) 
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This means that whenever A appears, B also tends to appear. A and B are itemsets. 

An itemset is a collection of database items. Some common metrics have been 

developed to assess the "interestingness" of association rules such as support, 

confidence, lift and conviction. 

The support metric is defined for itemsets. It refers to the frequency of occurrence 

of the itemsets in the database. The support’s value ranges between 0 and 1 (both 

inclusive). The Equation (2) shows the formula to calculate the support for 

association rule of A B→ . 

 

support( ) = support( )A B A B→                               (2) 
 

The confidence of a rule is the probability of seeing the consequent in a sequence 

given that it also contains the antecedent. The metric is not symmetric or directed. If 

the consequent and antecedent always occur together (every time), the confidence for 

the association rule is 1. Like support, its value ranges from 0 to 1 (inclusive). 

Equation (3) shows the formula to calculate the confidence of A B→ . 

 

conf ( ) = support( ) / support( ) A B A B A→ →                     (3) 
 

The lift metric is used to measure how much more often the antecedent and 

consequent of a rule occur together than expected if they are statistically independent. 

Referring to Equation (1), if A and B are independent, then the value for lift will be 

exactly 1. If the value is greater than 1 then there is some usefulness to the rule. The 

larger the value for lift, the greater the strength of the association. The value for lift 

is minimally 0 and there is no maximum threshold for its value. Equation (4) shows 

the formula to calculate the lift for association rule of A B→ . 

 

lift ( ) = conf ( ) / support( ) A B A B A→ →                           (4) 
 

A high value for conviction means that the consequent is highly dependent on the 

antecedent. For instance, in the case of a perfect confidence value of 1, the 

denominator becomes 0 for which the value for conviction is infinity and is defined 

as 'inf'. Like lift, if items are independent, the value for conviction is 1. The nearer 

the value for conviction to 0, the consequent is considered more independent on the 

antecedent. Equation (5) shows the formula to calculate the conviction for association 

rule of  . 

 

conv ( ) = 1 - support( ) / 1 - conf ( )A B B A B→ →                   (5) 
 

 

4. Results and Analysis 
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The findings from EDA and ARM will be reported and discussed in this section  

4.1. Results from EDA 

The following is the summary of analysis. There is a total of 387,492 unique sessions 

where the events in each of the sessions is not associated with any product. There is 

a total of 276,293 unique sessions where events in each of the sessions is associated 

with events related to product_actions and viewing product description page. There 

is a total of 220,125 unique sessions having events related to combination of both as 

above. There are a total of 38344 unique products in the dataset. From implementing 

data transformation as described in Section 3.3, Figure 3 reveals the sessions sorted 

by the highest number of products’ pages that are visited. On average, a session visits 

6-7 product pages. The sessions are logged 

in December 2018. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3: Number of products’ pages visited per unique session. 

For each uniquely assigned session_id, the number of product_actions per 

product varies from minimum of 1 to maximum of 50 as in Figure 4 with an average 

of 1.2 product actions per unique session_id. 

The product with the product_id of 11 is the most popular product with the 

highest number of visits of 10,327 as in Figure 5. There are several products that have 

only 1 visit which is the lowest number of visits. The average number of visits per 

product is 49.2.  
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Fig. 4: Number of product actions per unique session and per unique product. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5: Number of visits per unique product. 

The product with product id 2280 is the most purchased product with a total of 

14 times being purchased. Figure 6 shows the products that have at least been 

purchased once. 
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Fig. 6: Number of purchases per unique product. 

The total number of URLs being surfed that are not associated with product-

related events is 194,797. The number of non-product URLs being surfed per unique 

session ranges from 1 up to 7,483. The average number of non-product URLs visited 

per unique session is averagely 9.1. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7: Number of non-product URLs being surfed per unique session. 

The most visited non-product URL has a total of 688,361 visits. The second most 

visited non-product URL has 242,152 total visits and the third most visited non-

product URL has a total of 160,282 visits. This can be seen in Figure 8. A logical 

explanation for the most number of visits is that the URL is most likely the homepage 

of the e-commerce website. 
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Fig. 8: Number of visits per non-product 

URLs. 

Based on Figure 9, the frequency of non-product and product-related sessions 

follows the pattern of the frequency of total session. This is because both types of 

sessions are the subsets of the total sessions. From the graph, the time at 

approximately 1200 and 1300 hours of the day is the most popular times for the users 

to surf the e-commerce platform.  

From Figure 10, the x-axis is labelled as 0, 1, 2, 3 and 4 which represents early 

morning, morning, afternoon, evening, and night accordingly as sessions of a day. 

The most popular session of the day is the early morning, followed by the evening 

session. A reasonable explanation is that the duration of early morning session is 8 

hours long, from 12 a.m. to 8 a.m. and the duration of evening session is 5 hours long, 

from 3 p.m. to 8 p.m. These two sessions have more hours per session hence having 

more active sessions in total. 
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Fig. 9: Frequency of active sessions per hour. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 10: Frequency of active sessions per session of a day. 

Figure 11 shows that the number of active sessions starts to accelerate from the 

8th day of the month. The day with the highest frequency of active sessions is the 

10th day.  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 11: Frequency of active sessions in a month. 

Figure 12 shows that the number of active sessions increases and peak at Week 2 

of the month while Figure 13 shows the frequency of sessions with purchase peaks at 

8 a.m. to 9 a.m. and 12 p.m. to 1 p.m. This indicates that users are more likely to 

purchase in these time spans compared to the other time of the day.  
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Fig. 12: Frequency of weekly active sessions. 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 13: Frequency of sessions with purchase by hour. 

Figure 10 shows the same downtrend pattern as Figure 14. The only difference is 

the frequency range is much lower indicating that only a small percentage of total 

sessions are performing purchase.  

Figure 15 also has the same trend as Figure 11, where the highest frequency is on 

the 10th day, and then the frequency starts plummeting as the days go by. This proves 
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that most purchases are done on the day of the month that has the highest total active 

sessions. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 14: Frequency of sessions with purchase per sessions of a day 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 15: Frequency of sessions with purchase in a day. 

Figure 16 follows the same trend as in Figure 12, where the 2nd week is the most 

popular in terms of active sessions frequency. There are over 7,000 purchases in the 

2nd week. 
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Fig. 16: Frequency of sessions with purchase per week 

From the earlier EDA analysis, there are few marketing plans that can be devised 

by e-commerce companies to boost the likelihood that purchase occurs within the 

sessions as described below. 

From our general observation on Figure 5 and Figure 6, a product that is popularly 

purchased is not the product whose page is highly visited. Similarly, the vice versa. 

The e-commerce companies can boost the likelihood of the highly visited product 

being purchased by creating a combo package, where customers who bought the 

highly purchased product can buy the product that is highly visited at a certain offer 

price.  

As an alternative, the highly visited products can be put on promotional offer 

without being tied to the highly purchased products. Example of promotional offers 

can be discounts varying according to the quantity of the products being purchased.  

Based on Figure 4, there is a need to devise customer retention plan where the 

customers whose sessions have recorded a high number of product pages visits should 

be offered promotions through rebates, discount vouchers such as free shipping fees 

and etc. so that they will continue to return to the same e-commerce platform and 

increase their chance of purchasing products. 

Based on Figure 8, the promotional banners or advertisements should be placed 

at the non-product URLs that are highly visited to attract potential customers to surf 

product pages and increase their chance of purchasing products. 

Marketing plans can also be devised according to timestamps. Based on Figure 9 

and Figure 13, we can see an almost similar trends where the active sessions that leads 

to purchase generally occur during non-working hours: between 8 am to 9 am, 12 pm 

to 1pm and 8 pm. Figure 10 and Figure 14, confirm that active sessions and sessions 

that ended up with purchase occur in early morning (before working hours) and 
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evening (after working hours). A marketing plan can be devised on non-working 

hours by providing discounts or offers for purchases within those periods of times. 

There should be more exciting promotional offers such as greater discounts for 

purchase during 12pm – 1pm which is a lunch break.   

Referring to Figure 12 and Figure 16, the active sessions and sessions that leads 

to purchase occur in week 2. By zooming further to Figure 11 and Figure 15, we can 

observe that the active sessions and sessions leading to purchase occur at Day 10 of 

the month. From our earlier analysis description of EDA, this dataset captures the 

customers’ clickstream that occur in December. We guess that Week 2 of December 

has highest purchase as people are preparing to celebrate Christmas which falls on 

25th December. For e-commerce companies, festive season is an opportunity to do 

great sales, promotions and offers, continuously and actively done on the e-commerce 

platforms during the first two weeks of December up to the days leading to Christmas.  

4.2. Results from ARM 

This section presents the results and analysis from ARM. Figure 17 shows the 

snapshot of association rules generated.  

 

Fig. 17: Association rules sorted by lift values. 

From Figure 17, the following association rules can be extracted: 

 

( , ) ( , , )C R A D P→                                 (6) 
 

( , , ) ( , )A D P C R→                                  (7) 
 

The association rules as in Equation (6) and Equation (7) have the same values 

for support, lift and leverage, but they have different values for confidence and 

conviction. Based on the difference in the values for confidence, the association rule 
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as in Equation (6) is three times more likely to be found in the dataset compared to 

association rule as in Equation (7).  

Refer to the third paragraph of Section 3.2, ‘add’ is represented as A, ‘detail’ is 

represented as D, ‘purchase’ is represented as P, ‘click’ is represented as C and 

‘remove’ is represented as R. It makes sense to have these five events highly 

dependent on each other. Based on Equation (6), the association rule can be 

interpreted as follows: IF customers ‘click’(C) on a link (maybe a hyperlink to the 

shopping cart page), ‘remove’(R) a product from shopping cart, THEN ‘add’(A) 

another product, check its ‘details’(D) before ‘purchase’(P). A marketing plan can be 

devised to ensure that the customers do not leave the e-commerce platform after 

purchase by re-routing them to the page where the promotional banners and 

advertisements are located.  

Based on Equation (7), the association rule can be interpreted as follows: IF 

customers ‘add’(A) a product to the shopping cart, check its ‘details’(D) and 

‘purchase’(P), THEN the customers ‘click’(C) on hyperlink (maybe a hyperlink to 

the shopping cart page) and remove(R) the product from shopping cart. A marketing 

plan should be designed to “stop” the removal of other products in shopping cart by 

providing more offers so that customers continue with more purchases. 

 

Fig. 18: Association rules with only ‘purchase’(P) as consequent and sorted by values of lift. 

Based on Figure 18, we can cluster the association rules into three clusters based 

on the interests’ values. The first cluster consists of association rules at indices 350, 

306, 380 and 410. The second cluster consists of association rules at indices 292, 200, 

320 and 278. The third cluster consists of association rules at indices 124 and 104. 

For each rule in each cluster, there is a high dependency among the events which is 

indicated by high values of lift. The values for conviction are positive indicating that 

the ‘purchase’(P) is highly dependent on the series of other values in product_action 

as shown in the antecedent part of the association rule. 

Within each cluster, we can sort the association rules according to its length and 

we can observe that the events in antecedent of the shortest length of association rule 
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is present in the antecedents of the remaining association rules. There are two points 

to note: 

• Firstly, this is consistent with the downward closure principle, which states 

that all subsets of a frequent itemset must also be frequent (LZP, 2019).  

• Secondly, for the first cluster, the common subset is (A, C, R), while the 

second cluster is (C, R) and for the third cluster is (A, R).  

With the above observations, whenever these common subsets are present within 

the sessions, they will eventually lead to a ‘purchase’ (P). We advise the e-commerce 

companies to do targeted marketing and customer retention by identifying patterns 

within the sessions that matches any of the subsets and do promotion by providing 

offers such as vouchers to increase customers’ likelihood of ‘purchase’ (P). 

5. Conclusion 

In conclusion, it is possible to understand customers' shopping patterns and behaviour 

in e-commerce websites using the clickstream data and design specific marketing 

plans to boost the chance of products being purchased in e-commerce platforms. The 

clickstream data can be mined by applying the methodology consisting of Data 

Understanding, Data Pre-processing, Data Transformation, EDA, ARM, and 

Analysis of Results. This paper discusses how the results derived from both, the 

exploratory data analysis (EDA) and association rule mining (ARM) can assist e-

commerce companies to design specific marketing plans. By using the anonymized 

public dataset, we have proven the viability of applying the above-mentioned 

methodology to extract results from EDA and ARM for analysis.  We have also 

proposed possible marketing plans that can be devised with results from EDA and 

ARM which can capture more customers, increase engagement and rate of purchase.  
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