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Abstract. In the content market of Korea, writers and producers of web novel 

contents have put more a lot of efforts into planning and creating well-selling web 

novel contents. They want to hire well-trained web novel content planners or user 

consumption analysis experts to utilize them for planning and creating web novel 

contents. Due to the fast changing market trend in the web novel content market 

and its practical and financial limitations, the existing traditional method of content 

creation has met some obstacles. This study conducted a web novel content quality 

analysis using LDA (Latent Dirichlet Allocation Topic-Modeling) and sentiment 

Analysis. It uses user-review data and classified data into the positive and the 

negative using sentiment analysis. In addition, the topics of positive data and 

negative ones were obtained by using the NLP (Natural Language Processing) 

model. 
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1. Introduction 

The web novel content market in Korea is 600 billion won which is twice the 

conventional paper-back based publishing market in 2020, and 60-time growth has 

been made in the last seven years. Web novel contents companies are trying to secure 

new consumers while maintaining existing consumers for the growth of companies. 

In particular, they are putting in specialized manpower in creating and planning web 

novel contents. In addition, they are performing the work of design on new web novel 

contents and the related supports by analyzing existing web novel contents.  

However, the amount of web novel content created with the growth of the web 

novel content market has also increased rapidly and there is a problem to analyze the 

feedback data of consumers which accumulate in large quantities. To solve these 

problems, web novel content companies are continuously expanding planning budget 

and putting new planners into creating web novel contents. However, there are 

limitations in manpower-based analysis, which has led to difficulties to maintain and 

improve the quality of new web novel contents. 

In line with this, this study aimed at determining the efficiency and cost-friendly 

approaches using accumulated user data from the past to the present, unlike 

conventional creation methods of web novel contents.  

Using these results, content creators can easily acquire information essential to 

improve the quality of web novel contents, and it is expected that information which 

should be considered during the creation of web novel contents can be easily obtained. 

2. Literature Review 

2.1. Theoretical Background 

(1) LSTM (Long Short-Term Memory) 

The existing Recurrent Neural Network (RNN) has a problem that the further you 

go through the network, the more necessary information disappears. Long Short-

Term Memory (LSTM) is a model presented to solve the problem and can solve long-

term dependencies. 

(2) CNN (Convolutional Neural Network) 

CNN (Convolutional Neural Network) uses Convolution Layer and Pooling 

Layer to extract the feature of input data as a proposed deep learning model to 

improve the recognition rate of images. Since the proposed CNN model was 

suggested, studies have been conducted using the characteristics of CNN models with 

lighter forms than Attention to process natural languages. Especially, it has 

characteristics that show fast learning and high performance in terms of sentiment 

classification.  

(3) Attention 

ATTENTION is proposed not only to compensate for the disadvantages of the 

Recurrent Neural Network (RNN) model similar to LSTM (Long Short-Term 

Memory) but also to pay attention to data with specific meanings. When analyzing a 
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particular sentence, ATTENTION gives high importance to the most important word 

in the sentence, and other words have low importance. 

(1) LDA (Latent Dirichlet Allocation) 

The Latent Dirichlet Allocation Topic-Modeling (LDA) is the most commonly 

used algorithm for topic modeling, and uses the topic distribution and word 

distribution of the inputted documents as variables. It is an algorithm that finds the 

optimal number of topics by using Dirichlet, which has the characteristic that the sum 

of all related elements is 1. The algorithm of LDA consists of the following structures. 

 

 
Fig. 1: Schematic of LDA model 

2.2. Previous Studies 

Research has been conducted to analyze the emotions of service users or ordinary 

people. These studies are representative of the studies that extract topics based on the 

sentences of users and analyze the emotions of users. The studies using traditional 

approaches are not using deep learning. Classic research is as follows. According to 

Hu, M. and Liu, B.’s research (Hu et al., 2004), as the online product market continues 

to grow, it is predicted that sellers would not easily analyze a large amount of 

accumulated user review data. Although they derived user data mining, positive and 

negative evaluation, and outlines of results, they argued that improvements in 

sentiment analysis methods in response to the use of nouns, adverbs and verbs should 

be made along with the improvements of pronoun recognition ability. In order to 

perform topic modeling of large data, (Hu et al., 2007) collected blog data and 

conducted a study to choose representative words as ‘topic.’ In the study of (Lee et 

al., 2009) it was proved that the correlation between nouns and products can be 

expressed through the high recall rate by combining only nouns among product 

review data. Lee, Y. J., Ji, J. H., Woo, G. and Cho, and H. G. proposed a system that 

allows users to distinguish topics simply by categorizing topics using clustering 

techniques based on similarity (Lee et al., 2009).  

In addition, Song, J. S. and Lee, S. W. proposed the model of Automatic 

Construction of Positive/Negative Feature-Predicate Dictionary for improving the 

quality of opinion mining (Song et al., 2011). In the study of (Zhai et al., 2011), the 

study of methodology that abbreviates various words and expressions depicting the 
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same emotion into one feature was conducted, and they succeeded in producing the 

highest level of state-of-the-art by applying semi-supervised learning. In 2004, the 

proposal of LDA model led many researchers to analyze issues and improve products 

based on the model (Blei at al., 2003). C. Yang, L. Wu, K. Tan, C. Yu, Y. Zhou, Y. 

Tao, and Y. Song collected review data of electronic commerce products, analyzed 

them with LDA, and analyzed the internal variables of each product through linear 

regression to derive improvement points of products (Yang et al., 2021). The 

improvement points of offline hotel service were derived using LDA (Byeong-Cheol 

et al., 2020). Finally, the results of the study showed that the Yoon soo-nuk and Kim 

Min-chul combined big data with LDA to obtain microscopic conclusions (Yoon et 

al., 2020).  

After AlphaGo and Lee Sedol's Deep Mind Challenge Match in 2016, various 

studies were conducted to apply the sentiment analysis for users by using deep 

learning. A. Dahou, S. Xiong, J. Zhou, M. H. Haddoud and P. Duan embedded the 

review data and then used the CNN model to analyze the user's sensitivity (Dahou et 

al., 2016).  

In order to utilize the characteristics of review data with time series regression, 

studies were also conducted to analyze the sensitivity of reviews by combining 

embedded review data with LSTM and CNN (Alayba et al., 2018; Abu Farha et al., 

2019; Omara et al., 2018). M. Heikal, M. Torki, and N. El-Makky proposed an 

approach to sentiment analysis models using deep and complex models using CNN, 

LSTM and CNN+LSTM structures (Heikal et al., 2018). M. Al Omari, M. Al-Hajj, 

A. Sabra, and N. Hammami conducted a study that proposed a new type of Hybrid 

CNN LSTM model for sentiment analysis only and could derive state-of-the-art 

performance (Al Omari et al., 2019). Unlike the above, studies were conducted on 

high-performance sentiment analysis model using ATTENTION utilized in RNN-

based models (Vaswani et al., 2017). M. A. El-Affendi, K. Alajhi, and A. Hussain 

presented the Multilevel Parallel Attention Neural model for the sentiment analysis 

of Arabic sentences using ATTENTION (El-Affendi et al., 2021). W. Ali, Y. Yang, 

X. Qiu, Y. Ke, and Y. Wang conducted a study on sentiment analysis using 

Bidirectional-GRU model with simple structure (Ali et al., 2021). 

3. Research Procedure 

3.1. Morphological Analysis 

To analyze natural language, morpheme analysis was performed using morpheme 

analyzer and KoNLPy (Korean Natural Language Processing in Python) which are 

commonly used in Korean research. The inputted morpheme data is classified into 

common nouns, adjectives, pre-nouns, and adverbs. 
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3.2. Data Set 

To carry out this study, we collected data of generally used expressions and review 

data of consumers’ using web novel contents. Data of generally-used expressions was 

collected to utilize the expressions Koreans generally use in their reviews. The review 

data of the content consumers’ were collected to analyze the special data that the 

content consumers can express. Data collection was performed using Python-based 

Beautiful Soup. The following [Table 1] represents the data set used in the study. 

Table 1: Data set 

The Kind of data The No. of Data 

Labeled General Sentences 100,000 

Labeled Contents Review Data 100,000 

(1) Features of data set 

The sentiment analysis model using data of generally-used expressions has a 

characteristic that it is difficult to properly analyze web novel content review data. 

This is because many expressions in web novel content review data are difficult to 

judge other than people who understand and share a specific culture and there is a 

characteristic that new coinages online, popular buzzwords in society, and emojis are 

widely used. Also, the way of expression used according to time, age, and generation 

is very different in the characteristics of these data. Therefore, this system is designed 

to build a user's sentiment analysis model by utilizing data of generally-used 

expressions and web novel content review data. 

3.3. Analysis Method 

In this section, this study proposes a system that can automatically analyze the 

emotions of web novel content reviewers. The following Fig. 2 shows the overall 

structure of the system; this system consists of three areas. 

(1) User sentiment analysis 

Language used by humans is characterized by creating words with new meanings 

over 7 time. Therefore, it is essential to develop a model that can analyze the user's 

emotions, including both new words that change over time and the words used by 

web novel content reviewers. The user emotion analysis model was trained by 

combining web novel content review data with general review data. 

(2) Topic acquisition 

Positive topics and negative topics can be analyzed through the positive and 

negative data by using user emotion analysis. By using the positive-negative topics, 

the characteristics of web novel contents that are well sold and the characteristics of 

web novel contents that are low in sales can be obtained.  

(3) Strategy establishment 
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Through the analysis of the difference between the positive and negative topics, 

it is possible to analyze web novel contents with low sales volume to establish some 

strategies for content creation and its improvement.  

 
Fig. 2: Overall of methodology 

3.4. User Sentiment Analysis Model 

Recently, studies have been conducted to improve the accuracy of the user emotion 

evaluation model by applying CNN, ATTENTION, etc. In addition, most of the 

models have been studied based on time series encoder-decoder models. In this 

system, five models were adopted and used to select the model that can analyze 

contents review and general review the most smoothly. The following table is the 

type of model used in the user emotion evaluation model and the number of emotional 

classifications. 

Table 2. Sentiment analysis model list for comparison 

Type of Model Sentiment Classes 

LSTM + ATTENTION 2 

CNN 2 

CNN, ATTENTION and LSTM 2 

CNN, CNN 2 

CNN + LSTM 2 
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(1) LSTM + ATTENTION 

This model complements LSTM with weak long-term dependencies and 

combines ATTENTION and LSTM to extract the characteristics of user sentences 

well. The following figure shows LSTM + ATTENTION model, which is analyzed 

by inputting embedded data and using LSTM and ATTENTION. 

 

 
Fig. 3: LSTM+ATTENTION model structure for sentiment analysis 

 

(2) CNN 

It is a model that is widely used in sentiment analysis model. It analyzes 

emotional information using CNN. The feature of embedded data is drawn and the 

sensibility evaluation of user is performed based on the drawn result value by utilizing 

the extraction of feature which is the advantage of CNN model. 

 

 
Fig. 4: CNN model for sentiment analysis 

(3) CNN, ATTENTION and LSTM 
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CNN and ATTENTION-LSTM are made into parallel structure, and the features 

of embedded data are extracted, and the extracted result values (feature map) are 

combined in the Concatenate Layer. The combined data contains semantic data and 

performs the user's sensibility evaluation based on this data. 

 

 
Fig. 5: CNN, attention and LSTM model structure for sentiment analysis 

(4) CNN, CNN 

It is a CNN parallel structure that can examine the meaning of embeddings more 

closely. In this structure, two CNNs contain different sizes of filters respectively and 

extract features of embeddings using different filters. The extracted data is combined 

in the Concatenate Layer, and the user's sensibility evaluation is performed using the 

data. 

 
Fig. 6: CNN, CNN model structure for sentiment analysis 

(5) CNN + LSTM 
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Embedded data have relatively low length compared to general time series data. 

Therefore, CNN used a model that can replace the role of ATTENTION. Embedded 

data extracted from CNN is inputted to LSTM and the sentiment analysis of user 

review data is performed based on the analysis result value of the sentence trained in 

LSTM. 

 

 
Fig. 7: CNN + LSTM model structure for sentiment analysis 

(6) Model Assessment Method 

To evaluate the performance of the model, accuracy, precision, recall rate, and 

F1 score, which are model performance indicators used traditionally or 

conventionally, were used. The model performance indicators are constructed as 

follows. 

Accuracy  =  
TP  + TN

TP  +  FP   +  TN  +  FN
 

Precision =
TP

TP  +  FP
 

Recall  =  
TP

TP  +  FN
 

F1 − score = 2 ×
Precison × Recall

Precision  +  Recall
 

 

(7) Selecting a user emotion evaluation model 

In accuracy and recall rate, CNN, CNN model showed the best performance, and 

in terms of recall rate and F1-Score, CNN, ATTENTION and LSTM models showed 

the best performance. However, given the case that content review data of new web 

novels occur and the characteristics of this system that require an update of the model 

at a rapid pace, this study uses CNN and CNN models with relatively light models. 

The following table shows the results of the performance experiment. 
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Table 3: List of experimental result of each model 

Model Accuracy Precision Recall F1-Score 

LSTM + ATTENTION 80.99 80.51 82.81 81.58 

CNN 80.82 80.07 82.06 81.29 

CNN, ATTENTION and LSTM 81.55 82.27 81.37 81.75 

CNN, CNN 81.51 81.24 82.95 82.02 

CNN + LSTM 80.99 80.51 82.81 81.58 

3.5. Sentiment Analysis 

In this study, the Latent Dirichlet Allocation (LDA) which is widely used for topic 

modeling was utilized to analyze the collected data. The LDA model is a model using 

probability, and extracts the latent themes in text data using principal component 

analysis. For the assessment of the topic extracted from LDA, the perplexity and 

consistency, which are widely used in the LDA model evaluation, were utilized. Since 

the current perplexity does not always give a clear answer, it has a certain level of 

perplexity and consistency, and the number of topics optimized is obtained. For LDA 

model evaluation, the number of topic models was changed from 1 to 20. The 

following figure shows the number of topics selected in the positive review. If the 

number of topics is small, it can be seen that the consistency is high. Generally, LDA 

topic modeling has the characteristic of selecting the number of topics within 10. 

However, considering the characteristics of web novel content data that need to 

analyze various topics, six topics were selected, which are the number of topics that 

can extract the appropriate number of perplexity and consistency. 

Fig. 8: Optimal number of positive topics 

The following figure shows the number of topics selected from negative review. 

Negative review topic shows a characteristic that is continuously and rapidly 

decreasing. 

However, in order to analyze various topics, the perplexity and consistency are 

satisfied, and the number of topics that can analyze the topic is selected. 

 



 

 

 

Kim and Lim, Journal of System and Management Sciences, Vol. 12 (2022) No. 2, pp. 236-251 

246 

 

 

Fig. 9: Optimal number of negative topics 

4. Test Result 

4.1. Positive Topic Analysis 

Based on LDA analysis, we obtained six positive topics. However, since there are 

many words in each topic, the key words were selected so that each topic could be 

intuitively analyzed. The selected key words are classified into related purchase, 

emotional delivery, content development, differentiation, and level of philosophical 

completedness. The related purchase consists of 'serially published, purchase, read-

out, ebook, fun, again' which indicates that readers purchased serially published web 

novel contents as e-books. Emotional delivery consists of words that users feel good 

through web novel contents and consists of ‘feeling, thought, expectation, woman, 

middle part, and finale.’ 

The content development consists of satisfaction felt by the user through the 

development of solid web novel contents, and consists of 'heart, person, mindset, man, 

charm, touching'. Differentiation is composed of satisfaction of users who feel 

different from existing web novel contents and includes 'as expected, different, 

slightly, novel, and highly recommended'. Philosophy consists of words that make 

users who read web novel contents think variously through immersion and includes 

'content, a little, appearance, thought, attention, once'. Completeness expresses the 

user's opinion on the integrated part of web novel contents, and includes 'novel, part, 

major, main character, romance, plot'. 
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Table 4: The result of positive topic modeling 

Topic Name Score Topic Name Score 

related 

purchase 

serially 

published 
0.067 

differentiation 

as expected 0.063 

purchase 0.051 different 0.034 

read-out 0.049 slightly 0.032 

e-book 0.047 a little 0.028 

fun 0.036 novel 0.027 

again 0.033 
highly 

recommended 
0.026 

emotional 

delivery 

feeling 0.092 

philosophy 

content 0.067 

thinking 0.054 a little 0.049 

expectation 0.049 appearance 0.042 

woman 0.043 thinking 0.028 

middle part 0.042 attention 0.027 

finale 0.023 once 0.023 

content 

development 

heart 0.046 

completeness 

novel 0.066 

person 0.045 part 0.037 

mindset 0.035 major 0.035 

man 0.030 main character 0.033 

charm 0.029 romance 0.032 

touching 0.026 plot 0.025 

4.2. Negative Topic Analysis 

Using LDA analysis, six negative topics were obtained. In addition, the key words 

were selected so that the users who gave negative evaluations of web novel contents 

can intuitively understand topics. The selected theme words are classified into 

expectation, content development, related purchase, immersion, characteristics, and 

completeness. To begin with, expectation consists of words negatively evaluated by 

users who purchased web novel contents with expectation, and includes 'parts, 

expectation, degree, first, understanding, and e-book'. Content development consists 

of the words left by a user who felt negative about the content development of web 

novel contents. It is composed of ‘middle part, main character, story, charm, romance, 

setting.’ The related purchase was based on the words from the users who purchased 

web contents based on other users’ review but made negative evaluation unlike that 

of the reviewers. It consists of ‘see, buy, review, book review, again, and purchase.’ 

The immersion is an evaluation left by users who are disappointed in the immersion 

of web novel contents, and consists of ‘work, rating, concentration, individual, this 

time, a bit.’ 

Characteristics consists of 'love, people, major, woman, man, plot', which are the 

words left by users who are disappointed with the characters in the web novel contents. 

Completeness is composed of data from users who do not feel fun about web novel 
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contents with a plain story, and consists of 'fun, a little, story, disappointment, this, 

and plain'. 

Table 5: The result of negative topic modeling 

Topic Name Score Topic Name Score 

expectation 

part 0.037 

immersion 

work 0.077 

expectation 0.034 rating 0.056 

degree 0.030 concentration 0.046 

first 0.028 individual 0.043 

understanding 0.027 this time 0.032 

e-book 0.022 a bit 0.028 

content 

developmen

t 

middle part 0.048 

characteristic

s 

love 0.062 

main 

character 
0.043 person 0.036 

story 0.037 major 0.031 

charm 0.035 woman 0.028 

romance 0.029 man 0.026 

setting 0.025 plot 0.020 

related 

purchase 

see 0.062 

completeness 

fun 0.071 

buy 0.055 a little 0.067 

review 0.039 story 0.034 

book review 0.032 
disappointmen

t 
0.034 

again 0.025 this 0.030 

purchase 0.025 plain 0.024 

5. Conclusion 

The purpose of this study is to find the factors of quality improvement of web novel 

contents through sentiment analysis of web novel contents users. Therefore, this study 

proposed a system that can be used for planning of high-quality web novel contents 

based on accumulated user review data using LDA modeling method so as to 

overcome the limitations of existing human resources-based web novel content 

analysis. First, the user's sentiment was classified. In addition, according to the results 

of the classification, topic modelings were performed to derive representative topics 

that can express positive web novel contents and negative web novel contents. As a 

result of such classification, high-quality web novel contents that received positive 

evaluation were able to derive representative key words such as related purchase, 

emotional delivery, content development, differentiation, philosophy, and 

completeness. As for the negative web novel contents, key words such as expectation, 

content development, related purchase, immersion, character, and completeness were 

derived. The main quality factors of web novel contents were secured by using the 

above key words. 
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This study has made positive contributions to deriving academic and practical 

implications related to the web novel users emerging as new demand who utilize 

various devices in recent years by exploring quality factors that affect their 

satisfaction with use and intention to use continuously. 

It is necessary to study the new Attention model that can elaborately extract the 

characteristic data of web novel contents review data in the future and to study the 

improvement of model completeness through securing data of various expression 

methods -emojis, new words, special character combinations, etc.- that occur 

continuously. 
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