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Abstract. This research aims to measure students' performance in semester 

activities to improve academic advising performance using the data Clustering 

methodology. It aims to leverage machine learning features to form homogeneous 

counselling groups that contain a small number of students. During semester 

activities, these groups are distinguished by their academic performances and help 

faculty members solve students' performance issues. Emphasis was placed on 

students' performance in the introductory programming course as it is one of the 

main courses that have the most substantial impact on students' academic 

performance. In this study, we chose some of the features available from the 

academic student data file in the fourth semester. In this semester, the intensive 

counselling process begins and falls under the responsibility of the department's 

academic advisors. We also chose to apply Expectation-Maximization (EM) 

algorithm using the WEKA open-source package. The experiment was designed on 

five scenarios, and the results were analyzed in each scenario. We found out that 

the best scenario is to divide the students into seven clusters, which gave 

homogeneous groups depending on the mean and standard deviation scales and 

considering the effort and the available number of faculty members. 

Keywords: Data clustering, EM, programming, academic advisor, class 
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1. Introduction 

Academic advising is one of the duties and responsibilities of a faculty member that 

complements his primary educational, research, and administrative tasks. It includes 

(i) supervising a group of students academically, (ii) registering students each 

semester according to the educational path and courses offered, (iii) contributing to 

solving academic and social problems, and many others. Faculty members are ideal 

for advising students due to their frequent interactions with students and knowledge 

of academic programs (Hutson 2013). Thus, they play a critical role in student 

academic success.  

Academic advising is necessary for all students regardless of their academic 

levels and assists in their academic success. It can directly affect students' persistence 

and probability of graduating or indirectly affect grades, intentions, or satisfaction 

with the student role (Pascarella et al., 2005). However, it is still challenging for 

faculty members to advise students because no mechanism is followed to distribute 

students into advising groups. Also, developing the requisite skills and knowledge to 

provide all kinds of advising necessary to students is time-consuming and challenging 

(Smith et al., 2006). Therefore, we can summarize the study problems that lead to our 

research as follows:  

• The random distribution of students into advising groups 

• The variation in students' academic performance within the same group 

• The variation in students' general academic performance in different semester 

activities 

• The ratio between the student numbers and faculty members(advisors) in the 

department 

• The effort of a faculty member in the academic advising process 

• The classrooms do not accommodate many students for the collective 

academic advising process under the conditions of the Corona pandemic and 

the imposed health restrictions. 

The objective of this study is in four folds: (i) to facilitate the academic advising 

process, (ii) to analyze and evaluate students' overall academic performance, (iii) to 

create homogeneous groups based on students' academic performance, and (iv) to 

share the academic advising efforts among faculty members using machine learning. 

Machine learning is a branch of artificial intelligence (AI) that precisely use data and 

learning algorithms to imitate how humans learn and gradually improves its accuracy 

(Silver 2016; Mohamed et al., 2018). It plays a significant rule in data science for 

providing intelligent data analytics. It applies several methods using algorithms, for 

example, statistical methods; here algorithms are trained to make classifications, 

predictions, and uncovering critical insights within data mining projects (Wong). 

Unsupervised learning or unsupervised machine learning is one of the machine 

learning categories, which applies algorithms to analyze and cluster unlabeled 

datasets. These algorithms discover hidden patterns and group objects so that objects 
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in one group will be similar and different from those in another group (Ariouat et al., 

2016). This technique of machine learning has an ability to discover similarities and 

dissimilarities measure that makes it an ideal solution for Educational Data Mining 

(EDM) problem, such as exploring, analyzing, and retrieving data in an educational 

setup. It is also used for dimensionality reduction, Principal Component Analysis 

(PCA), and Singular Value Decomposition (SVD) which has two common 

approaches. Similarly, there are some more examples of unsupervised learning 

algorithms, such as neural networks, k-means clustering, and probabilistic clustering 

methods (Paul et al., 2020). 

The presented study uses the Expectation-Maximization (EM) algorithm, which 

is a clustering method, and gives the mean and standard deviation in its output forms. 

The study's has applied the EM algorithm to evaluate and measure the homogeneity 

of a group in this study.  

The rest of the paper is organized into seven sections:  Section 2 presents related 

work. Section 3 consists of our research methods. Section 4 presents results and 

discussions. Finally, section 5 shows the work's conclusion. 

2. Literature Review 

Clustering is one of the most common exploratory data analysis techniques used 

today to understand the data structure and its classification. It classifies data objects 

into subgroups (clusters) so that objects within a subgroup (cluster) have high 

similarities in comparison to one another but are dissimilar to objects in other clusters 

(Deepika et al., 2018). In other words, it leads to the discovery of previously unknown 

groups within the data. Unlike supervised learning, clustering is an unsupervised 

learning method since the data points are unlabeled, and cannot compare the output 

of the clustering algorithm to the actual labels to evaluate its performance. The study's 

approach is to investigate the effective data classification technique by grouping the 

data points into distinct subgroups. The data objects are grouped or clustered based 

on a similarity measure such as correlation-based distance or Euclidean-based 

distance. The use of similarity measure types is application-specific. Noticeably, 

there are several clustering methods, and each may generate different results on the 

same data set.  

Clustering concept is widely used in various applications, such as business 

intelligence, the web, security, and image pattern recognition. For example, a 

business intelligence application, customers are classified and clustered based on 

their spending behaviours. This clustering helps the business establishment to target 

such customers and market the product of the customers' choice.  

An emerging and active area of research is process mining, which considers 

different ways to understand to understand students' habits and the factors that 

influence their performance. It applies several models, such as spaghetti models, 

which are used for the students' general behavior, but these models too large and 
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complex to use. A two-steps approach was used to improve mining in the educational 

process – creating clusters based on employability indicators and obtaining clusters 

using the AXOR algorithms, which is used for obtaining, refine results from the first 

step (Ariouat et al., 2016; Paul et al., 2020). In context to educational data mining, 

hidden knowledge can be obtained by discovering relationships between student 

learning characteristics and behavior. Instructional data modeling mining enables 

educators with future teaching assets that enhance students' learning and it helps 

academic stakeholders to improve teaching quality standards and reduce students' 

failure rate (Deepika et al., 2018; Wong et al., 2020).  

Educational data mining is a beneficial approach in case of addressing students' 

risks, creating clusters based on priority learning needs, and help improving result 

performance. By extracting required information, accessing educational data set helps 

to analyze students' academic performances. On the other hand, students' academic 

performance depends on various factors such as psychological, personality, 

demographic, educational background, academic progress, and other environment 

variables. Mostly, these variables are related in a complicated nonlinear way 

(Almarabeh 2017; Naser et al., 2015; Nagy et al., 2013; Abawajy 2019).  

3. Research Method 

In this study, we present a technique to create homogenous clusters based on 

academic activities, such as assessments (mid exams, lab exam, and assignments) to 

improve academic advising services (Han et al., 2011; Romero et al., 2008; Barros et 

al., 2000; Bartko et al., 1976; Cohen 1960; Florin 2011; Chaitra et al., 2022). Fig. 1 

demonstrates the research methodology and study's approach. 

 

Fig. 1: Research method 
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3.1. Experiment design and tool 

We used WEKA, an open-source data analysis tool, for the experiments. It is an 

effective tool and  supports many learning algorithms used in data mining 

applications (Ian et al., 2005; Gao et al., 2017; Jiawei et al., 2012; Kalyani et al.,; 

Husain et al., 2021). We formulated different scenarios to analyze the results of the 

EM algorithm. 

1. Scenario I: divide the set of students into three clusters 

2. Scenario II: divide the set of students into four clusters 

3. Scenario III: divide the set of students into five clusters 

4. Scenario IV: divide the set of students into six clusters 

5. Scenario V: divide the set of students into seven clusters 

The EM algorithm was applied to all these scenarios and the results of each 

scenario were analyzed concerning the arithmetic mean and standard deviation of the 

academic performances in each group and compared these results with the study 

objective. 

3.2. EM algorithm 

Expectation-Maximization (EM) is a classic algorithm developed in the 60s and 70s 

with diverse applications. For example, it can be used as an unsupervised clustering 

algorithm and extends to NLP applications like Latent Dirichlet Allocation¹, the 

Baum–Welch algorithm for Hidden Markov Models, and medical imaging. As an 

optimization procedure, it is an alternative to gradient descent with the significant 

advantage: in many circumstances, the updates can be computed analytically. It is 

also a flexible framework for thinking about optimization (Yoon et al., 2020; Kass 

2020; Michael et al., 2004; Quilan 1986; Remco 2012). 

Like k-means clustering, we start with a random guess for two 

distributions/clusters are and then proceed to improve iteratively by alternating two 

steps: 

1. (Expectation) Assign each data point to a cluster probabilistically. In this case, 

we compute the probability of the red and yellow clusters, respectively. 

2. (Maximization) Update the parameters for each cluster (weighted mean 

location and variance-covariance matrix) based on the points in the cluster (weighted 

by their probability assigned in the first step). 

The  Expectation-Maximization algorithm provides solution to the problem. Our 

plan is: 

1. Start with an arbitrary initial choice of parameters. 

2. (Expectation) Form an estimate of Δ. 

3. (Maximization) Compute the maximum-likelihood estimators to update our 

parameter estimate. 

4. Repeat steps 2 and 3 to convergence. 

https://en.wikipedia.org/wiki/Latent_Dirichlet_allocation#Likelihood_maximization
https://en.wikipedia.org/wiki/Baum%E2%80%93Welch_algorithm
https://en.wikipedia.org/wiki/K-means_clustering
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3.3. Data collection and preprocessing 

The dataset was obtained from the Deanship of Admission and Registration, which 

contains various types of student related data. The quantitative characteristics were 

selected to represent the semester activities. The dataset contains 146 records and five 

quantitative features, as shown in Table 1.  

Table 1: Selected quantitative features 

 

 

Fig. 2: Statistical metrics of class's activities 

4. Result and Discussion  

We assumed a specific number of clusters based on each scenario’s (see Section 4.1) 

requirements. We analyzed the characteristics of the clusters and commented on the 

mean and standard deviation of students' performance in-class activities and the 

general trend of performance. 

4.1. Scenario I 

For this scenario, we distributed students into three groups (clusters), as shown in Fig. 

2, and thus nominated three faculty members for academic advising. 

It is clear from the algorithm results that the average performance of the three 

groups varies in all quarterly activities with minor differences of less than 2.5, 

indicating homogeneity in performance as shown in fig 4. Also, we found that the 

general academic performance for group 0 is above the mean, which ranges between 

(8.9-10.6) in all activities. Around 66% students fall into this group, as shown in 

Table 2. 

As for group 1, we found that the degree of homogeneity is significant and the 

standard deviation between the scores of students in this group is less than 2.0. 

However, the general performance of the students of this group is weak in all 

Index Feature name Description 

1 MID I Student's mark in Mid I exam 

2 MID II Student's mark in Mid II exam 

3 LAB Student's marks in Lab exam 

4 HW Student's total mark in HomeWorks 
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activities, so guidance and effort should be high and intense for the students of this 

group. 

 

Fig. 3: Scenario II result 

This group represents 27% of the total students. On the other hand, we found that 

the deviation reaches 2.3 in group 2 and that its general performance is considered a 

medium in all activities. 

 

Fig 4: Activities distribution in each cluster 

We can reject this scenario because of the large numbers of students are in group 

0, as shown in Table 2. It represents 66% of students, which exhausts the faculty 

member, makes the guidance process difficult, and the absence of classrooms can 

accommodate this number of students. 
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Table 2: Number of students in each cluster 

Clustered Instances 

0 125 66 %  

1 27 14 %  

2 36 19 %  

4.2. Scenario II 

In this scenario, we distributed students into four groups (clusters) and thus 

nominated four teaching faculty members for academic advising. 

 

 

Fig. 5: Scenario II result 

We can read from the results from Figure 5 that dividing students into four gives 

us homogeneous groups with a standard deviation lies between (0.6 -2.6) in all 

activities. Also, the general performance of groups 0 and 3 are considered above the 

mean, while the academic performance of students in group 1 is weak and in group 2 

is middle. 
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Fig. 6: Activities distribution in each cluster 

We can reject this scenario because of the large numbers of students are in group 

0, as shown in table 3. It represents 43% and group 3 represents 21% and with 

numbers 80 and 39, respectively, making academic advising difficult due to many 

students and adherence to the required precautions. 

Table 3: Number of students in each cluster 

Clustered Instances 

0 80 43 %  

1 28 15 %  

2 41 22 %  

3 39 21 %  

4.3. Scenario III 

In this scenario, we distributed students into five groups (clusters) and thus nominated 

five teaching faculty members for academic advising. 

 

 

Fig. 7: Scenario III results 
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Dividing students into five clusters helped to create semi-homogeneous groups. 

However, by looking at the numbers of students in Table 4, we found that the number 

of students is large, and the faculty member may not be able to follow up and improve 

students' academic performance. Thus, we can look at the results of the rest of the 

scenarios. 

Table 4: Number of students in each cluster 

Clustered Instances 

0 35 19 %  

1 24 13 %  

2 39 21 %  

3 73 39 %  

4 17 9 %  

Fig. 8: Activities distribution in each cluster 

4.4. Scenario IV 

In this scenario, we distributed students into six groups (clusters) and thus nominated 

six teaching faculty members for academic advising. 
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Fig. 9: Scenario IV results 

The results show that the groups' average is close in some groups and for all 

activities and that; the standard deviation is relatively small in most of the semester 

activities, which creates groups with an acceptable degree of homogeneity. Also, as 

shown in Table 4, the number of students in each cluster is appropriate except in 

cluster 1, as the number of students reached 65, which consider being a large number. 

Although this number of clusters is suited to the faculty members available, we cannot 

accept this scenario due to covid-19 and classrooms that do not accommodate many 

students for collective academic advising.  

 

Fig. 9: Activities distribution in each cluster 
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Table 5: Number of students in each cluster 

Clustered Instances 

0 36 19%  

1 65 35%  

2 10 5%  

3 17 9%  

4 36 19%  

5 24 13%  

4.5. Scenario V 

In this scenario, we distributed students into seven groups (clusters) and thus 

nominated seven teaching faculty members for academic advising. 

This division is appropriate for the number of students in all clusters. Also, the 

homogeneity is acceptable to a degree of deviation in all activities, enabling the 

application of health protocols, helping the faculty members control and manage the 

group quickly, and improving students' academic performance. Therefore, this 

scenario can be adopted because it suits the number of faculty members available. 

5. Conclusion 

Academic advising is one of the pillars of academic services offer to students during 

their study period in an institution. It is sensitive and tiring process for both students 

and teachers. Attention to this aspect is necessary, and it is one of the responsibilities 

of faculty members and they should try commensurate with the importance of this 

aspect. 

 

 

Fig. 10: Scenario V results 
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Fig. 11: Activities distribution in each cluster 

Table 6: Number of students in each cluster 

Clustered Instances 

0 23 12 %  

1 37 20 %  

2 12 6 %  

3 27 14 %  

4 28 15 %  

5 27 14 %  

6 34 18 %  

 

Other aspect is academic counselling process, which are affected by the academic 

performances. If a faculty member succeeds means, he should have an efficient 

platform for offering academic services.  Additionally, Psychological and Social 

aspects also require effort from a faculty member, but for a limited group of students, 

to rely on modern technologies and use them to facilitate and develop the counselling 

process. Analyzing and evaluating the general performance of students is a necessary 

and continuous process. It gives indications of the student's activities general 

performance. It can be used to evaluate the faculty's performance based on students' 

academic performance and identify weaknesses and strengths in performance or the 

general trend of students' performance. 
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