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Abstract. COVID-19 is a large family of viruses that causes diseases ranging 

from the common cold to more severe diseases such as SARS-CoV. There are 

currently several attempts to create an anti-viral drug to combat the virus. The 

antiviral medicines could be promising treatment choices for COVID-19. Therefore, 

a fast strategy for drugs application that can be utilized to the patient immediately 

is necessary. In this context, deep learning-based architectures can be considered 

for predicting drug-target interactions accurately. This is due to a large amount of 

complicated knowledge, such as hydrophobic interactions, ionic interactions, and 

bonding with hydrogen. In this paper, Recurrent Neural Network (RNN) is used to 

build drug-target interaction prediction model to predict drug-target interactions. 

Bat Algorithm (BA) is used in this paper to optimize the model parameters of RNN 

(RNN-BA) and then using the corona virus as a target. The drug with the best 

binding affinity will be a potential cure for the virus. The proposed model consists 

of different four phases; data preparation phase, hyper-parameters optimizing phase, 

learning phase and fine-tuning for specific ligand subsets. The used dataset in this 

paper to train and evaluate the proposed model is selected from a total of 677,044 

SMILES. The experimental results of the proposed model showed high level of 

performance in comparison with the related approaches. 
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1. Introduction 

Research that claims Chloroquine and Remdesivir which is an HIV inhibitor has been 

recognized as effective candidates to control the virus (Wang et al., 2020). Innovation 

Pharmaceuticals is evaluating Brilacidin as a candidate treatment for the virus, 

CytoDyn are also examining a potential cure for the virus called leronlimab [2]. Many 

other research facilities are also burning the mid-night candle to develop a potential 

treatment for the virus. A potential cure for the virus is to have an inhibitor (Antibody) 

that will attach itself to the virus and prevent it from attaching to the human cell’s 

receptors which will prevent it from spreading.  Author in [3] developed a set of 

sample candidate drugs using deep reinforcement learning and then using the corona 

virus as a target, bind all the sample candidate drugs to it and find out the one with 

the best binding affinity. The drug with the best binding affinity will be a potential 

cure for the virus. 

Drug repurposing is a new therapeutic technique that greatly decreases drug 

production risks and costs. In this emergency, because of the availability of vast 

quantities of protection, pharmacodynamics, tolerability, pharmacokinetic, and 

clinical evidence on the current medication, it shortens the time period between 

finding a potentially beneficial medication and treating the patient. In this regard 

machine and deep learning can play an important role in designing new drugs. Drug 

repurposing is often serendipity result, it may likewise be the result of the detection 

of target similarities between various diseases, or experimental of drug screening, or 

the intervention of prevalent, pathogenetic mechanisms between various illnesses, 

similar to the scientific rules that motivated the previous-described repurposing 

experiments that are underway worldwide for curing COVID-19. Drug repurposing 

is a hypothesis-driven method that takes advantage of using big data to classify 

medications for the treatment of diseases or symptoms linked to diseases. 

Deep learning can be used with data related to biological clinical characteristics, 

drug targets, pharmacological responses, and even off-target drugs to provide 

unexpected insights to understand COVID-19 pathology, symptoms, and potentially, 

medication identification. Deep learning may be possible to produce a hypothesis-

driven, computer-assisted drug repurposing aimed for (i) reducing infection and 

replication of the virus; (ii) comparing adverse symptoms of the infection; (iii) 

understanding positive or negative interactions between treatments; (iv) identifying 

susceptibility mechanisms of the virus infection; and (v)  predicting possible 

medication side effects against antiviral immune response, a possibility which may 

potentially lead to a worse clinical outcome. In this paper, BA is used as an optimizer 

with RNN to tackle the hyper parameters problems of RNN to build a new model to 

predict drug-target interactions for COVID-19. 

The rest of this paper is structured as follows. Section II introduces the overview 

of COVI-19 disease with details about the RNN and BA. Section III describes the 
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new prediction model of COVID-19 drug. In section IV, the experimental results have 

been presented and discussed. Section V concludes and presents the future work of 

this paper. 

2. Basics and Background 

2.1. Coronavirus disease 

Coronaviruses are medical and veterinary importance viruses which include porcine 

epidemic diarrhea virus, transmissible gastroenteritis virus, and the human 

coronaviruses severe acute respiratory syndrome coronavirus (SARS COV) 

accountable for the epidemic in 2003, and Middle East respiratory syndrome 

coronavirus (MERS). Lots of new coronaviruses have been identified in the past ten 

years which infect an enormous variety of hosts from mammals to birds. Moreover, 

closely related coronaviruses were found in distant animals that suggest recent 

interspecies leaps (Masters, 2006). Such as influenza viruses with similar infectious 

features, they are single-stranded, lipoprotein-enveloped RNA viruses. Viral fusion 

proteins are possible vaccine and therapeutic targets and this is suggestive of the 

possibility of applying the kind of considerations addressed in this paper to a broader 

variety of viruses. 

Until now, no recorded molecule has been found for treating COVID-19 patients. 

Nonetheless, there are ongoing studies that applied on using several anti-viral and 

immunomodulating or immunosuppressive medication has shown effectiveness on 

COVID-19 both in animal models, in vitro, and in small cases sequence (Robson, 

2020). The emergency that the medical community faces in resolving the COVID-19 

pandemic offers the basis for the use of drugs that have not yet been licensed and only 

have preliminary scientific evidence. Therapeutic protocols to date have included a 

mixture of anti-viral medications and preventive treatment. 

In fact, there is no vaccine available for COVID-19 so far there is no antiviral 

drug recommended until now. The medicament is to minimize the symptomatic, and 

oxygen therapy is provided to patients with severe infection. Mechanical ventilation 

is required in cases of respiratory failure while hemodynamic support is necessary for 

managing septic shock. While research teams all over the world explore the main 

features, pathogenic, disease control, you should pay proper attention to each of the 

treatment options and the cross to meet the other. For example, vaccines for other 

diseases such as measles and rubella to give resistance crossed for COVID-19. 

2.2. Deep learning in drug design for COVID-19 

Currently deep learning as a subset of machine learning techniques can be utilized for 

drug discovery by analyzing the available COVID-19 data. It is helpful for 

medication delivery design especially with a huge amount of drug data. This 

technology is utilized to speed up drug testing in real-time, where normal testing takes 

a lot of time and thus helps to greatly speed up this process, which a human might not 
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be able to do (Haleem et al., 2020; Biswas et al., 2019). Moreover, it can assist in 

identifying beneficial drugs for treating COVID-19 patients. It has become a 

paramount instrument for the development of diagnostic test designs and vaccination 

(Sohrabi et al., 2019; Chen et al., 2020; Bobdey et al, 2020). Furthermore, deep 

learning can be much faster than normal techniques in designing vaccines and 

therapies and is likewise useful in clinical trials during vaccine development (Robson, 

2020; Beck et al., 2020).  

Deep learning can be applied from a scientific and computational point of view, 

based on various methodologies and data types. Data types involve the properties of 

physicochemical, drug chemical structures, known molecular targets, and kinds of 

omics data, like transcriptional responses induced by drugs, or metabolic simulations. 

The methodologies range from traditional statistical methods to modern machine 

learning techniques.  

To use the advantages of deep learning methods effectively, RNN is used in this 

paper. Different from previous studies in drug design, we propose a new method 

based on RNN and BA to overcome the hyper parameters problem of RNN. 

2.3. Recurrent Neural Network (RNN) 

NN is yet a different representative form of deep learning architecture. RNN has been 

widely used and achieved great success in NLP, with a particular emphasis on 

handling sequence data. RNN differs from standard neural feedforward networks 

(FNNs) that adopt the feedforward architecture. There is no connection between 

hidden nodes in the same layer in standard FNNs but only between nodes in adjacent 

layers. One of the major FNNs shortcomings is that they can not deal with sequence 

problems due to the output is not only concerning to recent input information but also 

to previous information, such as machine translation, for example (Barman et al., 

2018). Yet, RNN can handle consecutive information by (1) inserting guided cycles 

into its net; (2) associating the adjacent hidden nodes with each other; (3) catching 

the measured information from previous time periods; and (4) saving it for the next 

step. The one-way data flux from input parts to output parts, moving during every 

hidden consecutive part. St reflects the phase t transition states, which refers to the 

memorial units in the net including the whole information derived from the 

sequence's prior data. In this step (t), the output from the output units is associated 

only with the state of the transition at that moment (St) (Barman et al., 2018). Each 

hidden layer with guided cycles is unfolding and processing in the RNN as a classical 

NN which shares the same weight matrices U, V, W in every layer. RNNs are 

plentifully variated. Among those RNN architectures, LSTM is considered the most 

common and widely utilized architecture in NLP today. Through NLP, LSTM is often 

paired with a distributed word embedding representation, which is accomplished by 

testing the statements and marking the part of the speech. 
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2.3.1. LSTM Networks 

Long Short-Term Memory Networks are a special type of RNN that can learn long-

term dependencies. All recurrent neural nets take the form of a neural network 

repeating modules chain which has a very simple framework in standard RNNs, for 

instance, a single tanh layer. Moreover, LSTMs also have this chain-like framework 

but there is a different structure in the repeating module (Barman et al., 2018). 

2.4. Bat algorithm 

The Bat-inspired Algorithm is a heuristic algorithm proposed in (Lai et al., 2020). 

The Bat-inspired Algorithm has the advantages of rapid convergence, distribution 

potential, and parallelism. It is an efficient approach for the search for optimal global 

solutions. Researchers have been thoroughly investigating the BA's broad application 

potential and further improving the BA-based algorithm. The BA has greater 

convergence than other ones, and when approaching optimality the discovery and 

exploitation can be well balanced. Furthermore, the BA can solve restricted 

optimization problems easier. The BA is used in its current applications to refine 

solutions from an exact model (Yang, 2010). 

For every bat, the position 𝑥𝑖
𝑡 and velocity 𝑣𝑖

𝑡 at iteration t is calculated as 

𝑓𝑖 = 𝑓𝑚𝑖𝑛 + (𝑓𝑚𝑎𝑥 − 𝑓𝑚𝑖𝑛). 𝛽                                           (1) 

𝑣𝑖
𝑡+1 = 𝑣𝑖

𝑡 + (𝑥𝑖
𝑡 − 𝑥∗). 𝑓𝑖                                              (2) 

𝑥𝑖
𝑡+1 = 𝑥𝑖

𝑡 + 𝑣𝑖
𝑡+1                                                       (3) 

where 𝑥∗ is the recent global best location between the whole locations of the bat. 

Moreover, 𝛽 is a random vector between [0, 1]. Here 𝑓𝑚𝑎𝑥  𝑎𝑛𝑑 𝑓𝑚𝑖𝑛 depend on the 

domain size of the problem. A new solution for the local search is calculated as 

𝑥𝑛𝑒𝑤 = 𝑥𝑜𝑙𝑑 + 𝜀𝐴𝑚𝑒𝑎𝑛
𝑡                                           (4) 

where 𝑥𝑜𝑙𝑑 is the recent best solution, ε is a random number between [-1, 1], and 

𝐴𝑚𝑒𝑎𝑛
𝑡  is the average loudness at time t. 

The loudness 𝐴𝑖  and pulse emission rate are updated as 

𝐴𝑖
𝑡+1 = 𝛼𝐴𝑖

𝑡                                                              (5) 

𝑟𝑖
𝑡+1 = 𝑟𝑖

0[1 − exp(−𝛾𝑡)]                                             (6) 

where α and γ are constant for any 0 < α < 1, γ > 0, r ∈ [0, 1], 𝐴𝑖
𝑡 → 0, 𝑟𝑖

𝑡 →
𝑟𝑖

0, 𝑎𝑠 𝑡 →  ∞. 

3. The Proposed Model for COVID-19 Drug 

The suggested model is an extremely efficient method to develop a group of sample 

candidate drugs using RNN model with BA which is applied to optimize the model 

parameters of RNN and then using the corona virus as a target, bind all the sample 

candidate drugs to it and find out the one with the best binding affinity. The drug with 

the best binding affinity will be a potential cure for the virus (Tang et al., 2020; 
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Serafin et al., 2020; Shaha et al., 2020; Perricone et al., 2020). To the suggested 

algorithm steps are summarized in four main phases:  (a) data preparation phase, (b) 

hyper-parameters optimizing phase, (c) learning phase, (d) fine-tuning for specific 

ligand subsets. Extra specifics for every phase are illustrated in the next sections. 

The proposed approach is received as shown in Figure 1 input parameters related 

to a specific problem, like training data to be applied and parameters related to the 

RNN structures to be created, like the maximum number of particle layers through 

initialization. The algorithm shows the public framework for the proposed RNN- BA. 

In this algorithm, the best global particle relies in the selected blocks at the BA 

following the Bibliotheca Alexandrina. Therefore, there isn't need to manually 

optimize the parameters of all block. Moreover, parameter optimization does not start 

again, as good masses move to the following generation at the form of the best 

universal particle. Currently, particle evaluation requires only a restart at each 

iteration, but the proposed algorithm guarantees good block retention. Figure 1 shows 

the flowchart of the proposed algorithm using RNN- BA to classify the given data set. 

 

 

Fig. 1: The flowchart of the proposed algorithm using RNN-BA 

3.1. Dataset description 

The dataset which is used to train and evaluate the proposed approach is selected from 

a total of 677,044 SMILES. The dataset then preprocessed for eliminate duplicates, 
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stereochemical information, and salts. Furthermore, the pre-processing filter of 

nucleic acids and peptides of the long-existing outside the space of the chemical 

which we sought to obtain samples from it. The training of the RNN, in the end, the 

541, and 555 series SMILES, and lengths from 34 to 74 characters SMILES (tokens). 

Some samples of representative SMILES characters is given in Figure 2. 

 
Fig.2: Samples of representative SMILES characters 

3.2. Data preparation phase 

The SMILES should clean to remove salts, duplicates and stereo-chemical 

information. The molecular matrix or the objective was set to Solubility which 

indicates how likely a molecule can mix with water. The SMILES were put into the 

model and trained. 

3.3. Hyper-parameters optimizing phase 

Often leads to choose the optimal parameters of the structure of the neural network 

to make a difference between expected performance and advanced performance. 

However, don't be posting only a few of the parameters and design options that should 

be evaluated or tested which makes the optimization of the parameters of excessive 

often Art black requires the experiences of experts.  

The model represents the RNN set of parameters that allows parameter model 

RNN. The proposed method using model RNN for genetic by finding the optimum 

values to address the RNN with the assistance of the library of Alexandria so as to 

reduce the error of the training to a minimum. Initially, the parameters were initialized 

to BA (number of bats, loudness, and frequency, the maximum number of repeats, 

position, speed, and pulse rate). In the proposed model, the BA supplies the GAN 

classifier with C values and the kernel parameter (i.e. in the RBF kernel or d in the 

polynomial kernel) for the GAN training using the training set. 

BA parameters. For initialization parameters for BA algorithms, we used the 

values shown in Table 1. Created with specific parameters, BA is used to find the 

optimal values for interval number, batch size, learning rate, and the number of 

neurons in the first hidden layer of RNN. 
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Table 1. The used parameter values for BA algorithm 
Parameter 

 

BA 

 

Dimension of the problem 4 

Population size 40 

Number of generations 100 

Loudness 0.5 

Pulse rate 0.5 

Min. frequency 0 

Max. frequency 2 

Lower bound 0 

Upper bound 

 

1 

 

3.4. Learning Phase 

Two approaches for RNN training were tested. The first approach was to split every 

entry into nested windows of some length l and expect the token l + 1st for each 

window (Model 1). The loss was determined from the l+ 1st token probability. As 

shown in Figure 3a, the second training method that we used pads each string entered 

into n of tokens, where n is the length of the longest SMILES string. The algorithm 

expects the following token inside the string for each token (Model2). The loss in all 

molecules was averaged over all of the target tokens. We've only covered the RNN 

Code case 'G' and sample the next character of the distribution is expected when 

sampling from the model trainer using Method 2. This was the following message 

associated with the 'G.' every time we raise another available letter in the sequence 

that was previously created so that the creation of the token 'E' (Figure 3 B). The 

parameter has been added to the temperature added to the function of the softmax 

sampling of letters from the model (Figure 3 C). The lead temperature associated with 

the sampling of the diversity of the structure of the bigger structures of the molecular 

region but it decreases the safety of the SMILES of the appropriate chemically while 

the low temperature to the diverse structure of less, but the predictions more 

conservative. 

 

Fig. 3: a) Training procedure b) Sampling procedure c) loss error L and the softmax 

functions 
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3.5. Fine-tuning for subsets ligand-specific 

After training the model on the producing strings of SMILES is valid, we tried to 

adjust the model with fine-tuning through furthermore training on smaller subsets of 

the compounds selected. The goal was adapting the model to producing a series 

SMILES with similarity higher with the dataset that focuses on the target. Ligands 

were drawn for the target from the ChEMBL dataset. The pre-treated of the group 

was preprocessed by removing of salt and stereochemistry, and the selection of eighty 

percent of the central particles through the length of the strings of SMILES 

corresponding canonical. After all of each training period, the sample-set was created. 

4. Experiment Results, Discussion and Analysis 

The deep learning model that used to this experiment is a adjust version of GAN 

(Generative Adversarial Network). The GAN model has two neural networks, which 

is a Generator and Discriminator. 

The Generator’s main objective is to generate fake samples which so closely look 

at the true data/distribution that the discriminator can’t distinguish between the true 

and the fake data. As for the Discriminator, it discriminates the input data and 

classifies whether it is forming the true data sample/distribution, or is a fake sample 

generated by the Generator. It is initially trained for true samples of the labeled data. 

The two networks are working against every other to try that work for proving 

themselves better and that main goal is to generate data points such as some of the 

data points consisting of the training data. 

The Generator G samples x from a distribution Psynth (Fake Data), generated 

with random noise z, while the discriminator D looks at samples, either from Psynth 

(Fake Data) or Pdata (Real Data) and attempts to classify their identity y as either real 

or fake. 

The power and stability of the GAN are limited by various problems. While 

training GAN, you will understand, the discriminator part is more powerful than its 

generator counterpart. The generator would thus fail to effectively train who will turn 

result in a larger loss in your GAN training process. But if the discriminator is too 

lenient, it would literally permit the generation of any image. This entire idea will 

thus remain useless to your GAN. To solve these problems integrate the 

reinforcement learning to the generator training so that it generates the required 

outputs by updating the generator parameters with the policy gradient. 

We treated the Generator G as an agent in an RL game with a policy gradient in 

which we consider states s, actions from an action space A, and a reward function Q. 

A state st is a partial sequence of characters X1:t which is already generated. We have 

an action space A that includes all possible characters to choose from for the next 

xt+1 character. Next, a reward function Q(s,a) which represents the expected reward 

for taking action an in state s. Each episode is the completion of a fully generated 

fixed-length T sequence which is rewarded with the RT (X) function. The stochastic 
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policy of the agent is given by (𝒚𝒕|𝒀𝟏:𝒕−𝟏) and we want to maximize the long-term 

reward J(w) expected as in equation (7). 

𝑗(𝜃) = 𝐸[𝑅𝑇|𝑠𝜃, 𝜃] = ∑ 𝐺𝜃(𝑥1|𝑠𝜃). 𝑄(𝑠𝜃, 𝑥1)𝑥1𝜖𝑋                      (7) 

It should be noted that molecular measures such as drug similarity and the 

likeness of a natural product were used to increase the reward by improving the 

generator to generate molecules similar to the primary data distribution. Then the 

discriminator analyzes the generated molecules and the reward scale. Then you 

improve the generator and train it to deceive the distinguished. 

The above steps are where the pre-training phase formed the first half of the 

training. In the last half of the training, a policy hierarchy is used to train both the 

generator and the distinguished. The loss is calculated for each character generated, 

and the model is updated. 

 Policy gradient loss is calculated in the case of the generator. After that, the 

generator is optimized, and all parameters are updated. The policy function calculates 

the output sequence Log SoftMax that gives rewards, destinations, and sequence 

length. Its result is negative because we want to reduce the loss but maximize the 

policy gradients as in equation (8). 

𝐿 =  −𝑄(𝑠, 𝑎) log(𝐺(𝑦𝑡|𝑌1:𝑡−1))                                                    (8) 

where Q(s,a) expected reward for an action a in state s and 𝑮(𝒚𝒕|𝒀𝟏:𝒕−𝟏). 

The experiment performs in that paper is greatly affected by the efforts. Firstly, 

the Deep Reinforcement Learning model is applied to generate the possibility of 

candidates’. The SMILES should be cleaned to delete salts, duplicates, and stereo 

chemical information. The molecular matrix or the objective was set to Solubility 

who indicates how probable a molecule can be mixed with water. The SMILES were 

put into the model and trained. After about 9 hours of training, with a λ of 0.2 and 

epochs of 240 and a sample set of 6400, 10 good sample as in Figure 4 SMILES were 

generated and The Solubility or LogP of these samples is 0.7098.  

COC(=O)c1cccc(Cl)c1OC(O)CO 

O=C(CCOCCCCCCCCCCCF)CCCCCCCCC 

O=C1CCCN(CCCNC(=O)c2ccoc2)CC1 

COCCNCCCCCCCCc1nc2cc(O)c(F)cc21 

O=C(NCc1ccncc1)C1CN2CC=CC2CC1 

O=C1C(Cl)=CC2(CCCc3ccccc3)CC2=C1 

CCCCCCC(C=CCCCCCCN)CC(=O)O 

Cc1cncc(Cc2ccccc2)c1C(=O)CCCCO 

COc1ccc(C=Cc2cccnc2)c2ccccc12 

CC12CCCCC1CCC(CC(C)C=S)CCCC2 

Fig 4: Example of good samples 
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Other molecular matrixes for the 10 good samples were also listed, as displayed 

in Table 2. The novelty of the sample drugs which shows how molecularly distinct 

these samples drugs are from the other candidate drugs is seen to have a high value 

of 1. The synthesizability which shows or indicates how hard (0) or easy (0.9997) it 

is to synthesize these 10 good sample molecules has a value of 0.6269. 

Table 2. The molecular matrixes 

Novelty 0.9997 

hard_novelty 0.9997 

soft_novelty 0.9998 

diversity 0.6269 

conciseness 0.9937 

solubility 0.6683 

naturalness 0.6350 

synthesizability 0.7278 

 

After that10 good sample candidates’ drugs were collected, there were all bonded 

to the coronavirus during the PyRX software. The binding affinities of each of the 

samples were listed with the results displayed by the figure below in Figure 5. 

 

Fig.5: Bonding affinities of candidate drugs 

From Figure 5, the drug with the highest binding affinity (Most negative value) 

is C18H15ClN4O2 also known as Olutasidenib. This is the best candidate drug that 

has the potential of being an anti-viral cure to the coronavirus. Olutasidenib is an 

active, selective mutant Isocitrate dehydrogenase (IDH)1 inhibitor for treating acute 

myeloid leukemia. The results produced through the experiments conducted above 

tend to convey that this drug could also be a potent cure for the coronavirus. 

Table 3 reports the accuracy of our approaches against other models. We can see 

RNN- BA get better the performance over models RNN, which demonstrates the 

effectiveness of the RNN- BA model. Compared with other models, RNN- BA gains 

the best performance in 8 tasks and show very competitive results on the others. 
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Table 3: The results obtained from the comparative models  

between RNN model and RNN-  BA model 

Epoch number RNN RNN- BA 

Epoch  1 94.09 97.92 

Epoch  2 93.89 96.08 

Epoch  3 93.83 96.97 

Epoch  4 92.89 96.88 

Epoch 5 92.26 95.96 

Epoch 6 90.01 93.14 

Epoch 7 91.22 95.06 

Epoch 8 93.15 96.08 

In Figure 6, we illustrate the curves of the best accuracy model found by RNN -

BA on the Convex dataset for 60 epochs comparative by RNN model. We can see the 

accuracy of our model raised over the RNN model which means that the proposed 

RNN- BA is truly adequate for finding good models for a given image classification 

dataset (Batioua et al., 2018; Qiao et al., 2017). 

Fig. 6: Accuracy curves for comparative between the RNN model and RNN-BA model 

5. Conclusion and Future Work 

A viral disease of the coronary (COVID-19) is a severe viral infection of pathogenic 

caused by SARS-CoV-2. Currently, the cause of COVID-19 in health concern 

globally. Supposed to COVID-19 has zoonotic origin depends on a large infection 

people who have been exposed to the wet market in Wuhan City, China Given the 

paramount importance of the epidemic and the current caused by the COVID-19, due 

to the fact that scientists agree that there is no medication specific are proposed to the 

treatment alternatives possible through the reorganization of the pharmaceutical. In 
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this paper, BA is used in this paper to optimize the model parameters of RNN and 

then using the corona virus as a target. The drug with the best binding affinity will be 

a potential cure for the virus. The used dataset in this paper is utilized to train and 

evaluate the proposed approach is selected from a total of 677,044 SMILES. The 

dataset then preprocessed to delete the repeat, salts, and chemical information 

vacuum. Also, preprocessing of the nucleic acids and peptides long that fall outside 

the chemical space that which we sought to obtain samples from it. The promising 

experimental results of the proposed model in comparison with RNN showed high 

level of perdition and performance.  

Further evaluation of the efficacy of current antiviral drugs in clinical 

applications is needed. Also, we encourage a more complex investigation of the 

antiviral effect of these molecules against SARS-CoV-2 
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